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Abstract—Build verifiability is a safety property for a software system which can be used to check against various security-related issues during the build process. In summary, a verifiable build generates equivalent build artifacts for every build instance, allowing independent auditors to verify that the generated artifacts correspond to their source code. Producing a verifiable build is a very challenging problem, as non-equivalences in the build artifacts can be caused by non-determinism from the build environment, the build toolchain, or the system implementation. Existing research and practices on build verifiability mainly focus on remediating sources of non-determinism. However, such a process does not work well with large-scale commercial systems (LSCSs) due to their stringent security requirements, complex third party dependencies, and large volumes of code changes. In this paper, we present an experience report on using a unified process and a toolkit to produce verifiable builds for LSCSs. A unified process contrasts with the existing practices in which recommendations to mitigate sources of non-determinism are proposed on a case-by-case basis and are not codified in a comprehensive tool. Our approach supports the following three strategies to systematically mitigate non-equivalences in the build artifacts: remediation, controlling, and interpretation. Case study on three LSCSs within Huawei shows that our approach is able to increase the proportion of verified build artifacts from less than 50 to 100 percent. To cross-validate our approach, we successfully applied our approach to build 2,218 open source packages distributed under CentOS 7.8, increasing the proportion of verified build artifacts from 85 to 99 percent with minimal human intervention. We also provide an overview of our mitigation guideline, which describes the recommended strategies to mitigate various non-equivalences. Finally, we present some discussions and open research problems in this area based on our experience and lessons learned in the past few years of applying our approach within the company. This paper will be useful for practitioners and software engineering researchers who are interested in build verifiability.
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1 INTRODUCTION

Build verifiability is an important safety property for software releases, as independent outsiders can verify if a software release suffers from various security problems introduced during the build process (e.g., surveillance malware [1], compromised cryptographic signatures [2], supply chain attacks [3], and untrustify dependencies [4]). Independent outsiders generally refer to third party auditing agencies or government organizations. If they themselves alone can successfully validate the correspondence between source code and the generated build artifacts, the provided software release is considered as a verified build [5]. Many open source software (OSS) (e.g., BitCoin [6], Chromium [7], and Debian [8]), commercial (e.g., Facebook [9], Google [10], Huawei [5], Pinterest [11] and Telegram [12]), and governmental organizations [13], [14] are actively investigating or have already supported build verifiability, as these organizations need to demonstrate that the build artifacts they have sold to the customers or distributed openly in the wild correspond to the exact source code that they have developed. Although there are various available tools to ensure the consistency of the build environment [15], [16] and the build toolchain [9], [17], extra efforts are still required to produce verifiable builds. For example, even using a virtualized environment, there are still various non-equivalent build artifacts generated during the build processes for software systems (e.g., Debian [8] and Tor [18]).

There are two general processes proposed in the existing literature to produce verifiable builds. The first process, named deterministic build process [16], [19], [20], mainly focuses on the elimination of any non-deterministic build instruction. The second process, named explainable build process [21], mainly focuses on interpreting the non-equivalences in the build artifacts that cannot or should not be mitigated. Given the same set of source code files, the same build scripts, and the same build environment, the deterministic build process can repeatedly generate equivalent artifacts (i.e., artifacts with the exact same contents) [22]. Source code files or the build scripts are modified in order to remediate sources of non-determinism (e.g., timestamps [23], build path [24], and file ordering [25]) that cause non-equivalences in the generated build artifacts across different build processes. In turn, the explainable build process aims at providing a technical interpretation for the non-equivalences in the build artifacts. Due to security requirements or system design, certain non-equivalences in the build artifacts cannot or should not be eliminated.
The explainable build process needs to document the root cause of the non-equivalences as well as the rationale for not eliminating them. We also highlight that, although build verifiability relates to build reproducibility [22], these are two different concepts. Build reproducibility focuses on making the generated build artifacts by two different build instances equivalent (i.e., with the exact same contents), whereas build verifiability focuses on the best effort to maximize the equivalences between the build artifacts and to interpret all non-equivalences. While build reproducibility implies build verifiability, the inverse is not necessarily true, as a verifiable build can generate an artifact containing an interpreted non-equivalence.

Build verifiability is an important property of large-scale commercial systems (LSCSs) that are deployed in critical infrastructures such as regulated communication networks. Furthermore, to instill customer confidence in the product security, it is required that these LSCSs can produce verifiable builds in a consistent and systematic manner [5]. Hence, it is vital for the companies to have appropriated processes and automated tools to detect, mitigate, and verify the non-equivalences in LSCSs builds. However, existing processes to produce deterministic builds cannot match the needs for LSCSs due to the following three challenges:

1. **Security**: Some build artifacts will not be equivalent due to the additional security mechanisms (e.g., digital signatures [26]) required for LSCSs.
2. **Third party dependencies**: LSCSs adopt a set of external commercial or open source third party packages. Ensuring equivalences in the build artifacts for LSCSs requires addressing the sources of non-determinism for LSCSs as well as their dependency packages.
3. **Scalability**: Localizing sources of non-determinism and non-deterministic build instructions is a challenging and time-consuming task [19], [20], [21]. Effective techniques to address recurrent sources of non-determinism are crucial for LSCSs, which are constantly changed every day.

In this paper, we propose an approach to produce verifiable builds for LSCSs. Despite our experience report drawing on existing research results, our approach to produce verifiable builds was designed over the years of practical Research & Development and is of great value to practitioners. Our approach consists of two parts: a unified process, called VBP (Verified Build Process), and a toolset, called ToolKitA.1 The VBP leverages prior knowledge to detect, diagnose and mitigate the non-equivalences in the build artifacts. Our VBP unifies different practices for build verifiability that are typically presented on a case-by-case basis. For example, Reproducible Builds [27] proposes an extensive set of practices for verifiable build, however these practices are not attached to a coherent and repeatable SE process. In addition to the two aforementioned strategies (the remediation strategy in the deterministic build process and the interpretation strategy in the explainable build process), our VBP also supports the controlling strategy, in which we dynamically intercept calls to non-deterministic build instructions and return a deterministic value. Regular software engineers (RSEs) and build specialists (BSPs) carry out the VBP by leveraging the ToolKitA toolset, which contains a set of tools for build profiling, extraction of build dependencies, and analysis and mitigation of non-equivalences in the build artifacts.

The VBP and ToolKitA have been applied to three mission critical LSCSs from Huawei, which are used by tens of millions of people every day. Case study results show that by leveraging our process and toolset, all of the build artifacts can be independently verified. This result represents a significant improvement compared to more than 50 percent of the unverified build artifacts previously. To further evaluate the generalizability of the VBP and ToolKitA, we have also applied our approach to verify the build process of 2,218 open source packages distributed with CentOS on version 7.8. We demonstrate the satisfactory performance of our approach by mitigating 100 percent of the non-equivalences in our LSCSs and 99.94 percent of the non-equivalences in CentOS 7.8. In summary, our paper makes the following contributions:

- We are the first to discuss the challenges and solutions to produce verifiable build for LSCSs, which have stringent security requirements, complex third party dependency relations, and many code changes. Case study results also show that our approach can work with non-Huawei systems (e.g., CentOS) with very little human intervention. We are also the first to report results on verifiably building a complete CentOS release.
- We provide a general guideline on the application of the three mitigation strategies (remediation, controlling, and interpretation) to both recurrent and new non-equivalences caused by different sources of non-determinism.
- We describe the lessons learned during several years of developing and deploying our approach within Huawei. We also present future research opportunities and open problems in this research area, which can be of interest to practitioners and software engineering researchers.

**Paper Organization.** The reminder of this paper is organized as follows: Section 2 presents some background information on the problem context. Section 3 describes our approach to producing a verifiable build for LSCSs using a running example. Section 4 presents an empirical assessment on applying our approach on three LSCSs from Huawei and one open source system. Section 5 discusses the lessons learned and describes some future research topics. Section 6 describes related works and Section 7 presents the threats to validity. Section 8 concludes our paper.

## 2 BACKGROUND AND OVERVIEW

In this section, we describe the problem of producing a verifiable build for LSCSs in Huawei. These LSCSs are mission critical systems used by tens of millions of people every day. Such systems have to go through rigorous auditing process by independent organizations to ensure they meet various requirements. One of the important aspect to check during the auditing process is build verifiability. First, Huawei provides auditing agencies with a system image

1. ToolKitA is anonymized due to confidentiality reasons.
(e.g., a virtual machine) with the complete set of source code (both the system implementation and the open source third-party dependencies), the build toolchain (e.g., linkers and compilers), and a detailed documentation describing the configuration of the build as well as how the non-equivalences were mitigated from the build artifacts. Then these organizations perform the build process and compare the resulting build artifacts against the release-ready artifacts. This auditing aspect passes if all the build artifacts are equivalent or the non-equivalences are clearly explained and checked. It is challenging to ensure a verifiable build for the LSCSs within Huawei:

**Challenge 1: Security.** Existing research (e.g., [16], [19], [20], [21]) and practices (e.g., [6], [7], [27]) mainly focus on the deterministic build process, which remediates all the sources of non-determinism during the build process. However, in addition to build verifiability, there are many other security measures implemented within LSCSs to protect them against a range of different vulnerabilities. For example, the following two mechanisms are considered as common security protection mechanisms, both of which introduce non-determinism during the build process: (1) digital signatures [26], which provide a secure approach to verifying the authenticity of the LSCSs; and (2) ASLR (Address Space Layout Randomization) [28], [29], [30], [31], which is a security technique to randomize memory addresses to fend off memory safety-related vulnerabilities. This technique can become a source of non-determinism if the contents that are written into the binary artifacts are impacted by memory addresses. For example, we once found that in Berkeley DB [32], the value of a particular variable [33] is dependent on the memory address that stores the process ID of the current running process and causes non-equivalences when ASLR is enabled. Such non-equivalences should not be remediated, but explained and verified during the auditing process.

**Challenge 2: Third Party Packages.** LSCSs usually have complex third party dependencies, which can be from open source communities or other companies. Such complex dependency relations introduce the following two sub-challenges:

- **Addressing non-determinism in third party packages:** To ensure build verifiability, the whole system needs to be built from scratch. This means the complete set of source code, which includes the code of the LSCSs and the code of the third party dependencies. The third party dependencies include the third party packages that LSCSs directly depend on as well as all the additional packages that these third party packages depend on. Ensuring build verifiability requires addressing the source of non-determinism in LSCSs as well as the non-determinism introduced in the third party dependencies.
- **Change management:** The communities or organizations behind these third party dependencies may not accept changes related to verifiable builds. For example, the GhostScript community decides not to support a deterministic build [34]. Other organizations like Apple suggest users to download from their official channels [35] and provide security checking mechanisms to ensure the downloaded artifacts match the officially released versions [36]. Therefore, local repository forks need to be introduced to track the code changes to produce a verifiable build for these third party dependencies. Such code changes need to be documented for maintenance and auditing purposes. In addition, extra effort is also needed to ensure that the local forks are constantly synchronized with the changes from the upstream repositories of these dependencies [37].

**Challenge 3: Scalability.** Typically, non-equivalences are mitigated in a case-by-case fashion, as they can be caused by many different sources of non-determinism (e.g., the system implementation, the build toolchain, or the build environment) [19], [20], [21]. LSCSs are maintained by thousands of developers and with hundreds of code changes every day. Due to different deployment environments and customization requirements, multiple builds can be produced for the same set of code changes. Manual analysis is extremely time consuming due to the problem complexity and the scale of the non-equivalences that need to be analyzed. Automated approaches are required to integrate the prior knowledge on diagnosing the non-equivalences and to mitigate them in large scale.

To address the above challenges, during the past few years we have developed a novel approach to produce verifiable builds for LSCSs. Our approach consists of two parts: (1) the VBP, which leverages prior knowledge on diagnosing non-equivalences in the build artifacts, addresses sources of non-determinism through the follow three strategies: remediation, controlling, and interpretation; and (2) the ToolKitA toolkit, which provides the automation tool support. Before our approach was proposed and deployed, the approach to verify build artifacts in the product team was completely manual. RSEs and BSPs manually diagnosed the non-deterministic behavior of the build and directly modified the source code files or the build files to remediate the non-equivalences. They could only address the non-equivalences introduced by timestamps by using this approach. Other types of non-equivalences cannot be solved by using remediation only, e.g., the non-equivalences introduced by archiving and packaging cannot be mitigated by modifying source code files. In the next section, we will describe our approach in details.

## 3 Our Approach

Prior works on build verifiability are done on open-source projects and address each non-equivalence one-by-one. As explained in Section 2, LSCSs from Huawei are more complex due to security requirements, code complexity, and scale. Hence, a new approach, which is of minimal impact on regular software development activities, is needed. Our approach to achieve a verifiable build combines characteristics of the deterministic and explainable build processes. Still, our approach presents significant differences from the existing practices. First, our approach describes and evaluates the usage of a controlling technique (namely intercept & ignore lists) to effectively mitigate a variety of sources of non-determinism and support build verifiability. We show that the majority of the common sources of non-determinism can be mitigated with the usage of intercept & ignore...
lists. Second, our approach integrates both process and tooling to achieve verifiable builds in LSCSs. This characteristic constrains with existing practices, which are recommended in isolation (i.e., on a case-by-case basis) without attention to the underlying SE process that integrates these practices. Lastly, our approach conveys important recommendations for documenting and explaining sources of non-determinism that are not remediated nor eliminated from the build process. Practitioners can produce verifiable builds by applying the lessons learned from our experience report in their own context.

Based on our investigation of non-verifiable builds in the past few years, we observed that many non-equivalences can be automatically mitigated by controlling the sources of non-determinism (e.g., setting initial seed values for random number generations) during the build process. Such observation is the basis for developing our approach to produce verifiable builds for LSCSs.

Fig. 1 illustrates the flow of our VBP for LSCSs. Boxes represent input and output information, whereas arrows represent information flow.

3.1 The Mitigation Phase

The mitigation phase is broken down into six steps (see Fig. 3), which iterates until the build is deemed as verifiable. Steps 1, 2, and 6 of the mitigation phase are executed by RSEs with full automation support from ToolKitA. Steps 3, 4, and 5 of the mitigation phase are executed by BSPs, which require manual efforts. The first step checks whether the build is verifiable. The second step employs the build profiler to trace the entire build process. The third step leverages the build profile, as well as the previous knowledge that is documented in the mitigation guideline, to diagnose the non-equivalence (i.e., to identify an isolated source of non-determinism that is accountable for the non-equivalence). The very few new ones are generated. Finally, the verification phase is performed by a collaboration between the software vendor and the auditing agency.

Running Example. The build for this running example consists of three steps as shown in the build script of Fig. 2a: (1) Recording the current date and time in a text file (time.now); (2) Compiling time.c into an executable file (time.bin) that outputs the compiling time by invoking the __TIME__ macro,\(^2\) and (3) Packaging both files (time.now and time.bin) into an archive file (time.tgz) and writing a timestamp in the header of this file (this latter step being implicitly performed by the tar tool). The source code contents written in C for time.c are shown in Fig. 2b. In the following, we will explain how to use our VBP and leverage our toolset ToolKitA to produce a verifiable build for this running example.

---

fourth step updates the mitigation guideline such that the knowledge generated during the mitigation of a non-equivalence can be reused in later iterations. The documentation of the mitigation also serves the purpose of explaining how the non-equivalences were mitigated in the verification phase. The fifth step adds specific build instructions to the intercept & ignore lists so that an isolated non-equivalence can be mitigated. The mitigation guideline is updated whenever any new knowledge regarding the mitigation of a non-equivalence is generated in the fifth step. The sixth step executes the build process again to validate if the non-equivalence was mitigated. At the end of this iterative process, any non-equivalences that are not eliminated (a.k.a., being controlled or interpreted) are documented for maintenance and auditing purposes.

**Step 1 – Checking Verifiability.** The build environment for our LSCSs is provided as a virtual machine image with the proper version of the operating system and build toolchain. The build environment is loaded with the up-to-date complete set of source code files, which includes the implementation of the LSCS, the code for their third party dependencies, and the build scripts (see Fig. 1). The build process is executed twice and the generated build artifacts are compared against each other. To unpack and compare the contents of the generated build artifacts, we use standard tools (such as diffoscope [38] in Linux). Since our LSCSs can be built in different platforms, we also integrate such standard tools for different platforms in our ToolKitA. The build is verifiable when the two sets of build artifacts have the same contents or when the differences (i.e., non-equivalences) can be interpreted. A non-equivalent artifact is successfully interpreted if it can be produced by an independent auditor, who also agrees with the technical explanation behind the differences. Otherwise, the build is considered as non-verifiable and will be profiled and analyzed in subsequent steps. In our running example, since time.bin, and time.now both include the up-to-date timestamp information, they will have different contents every time the build process is executed in the same build environment. Therefore, this build is considered as non-verifiable.

**Step 2 – Profiling Build.** In this step, we profile the build process to record the necessary information for further analysis. Our technique is similar to the techniques as proposed in prior studies [20], [39], [40] to intercept function calls and to construct a build call graph. Other than applying common build profiling tools such as strace for Linux, we construct the build call graph by leveraging the API hook mechanism of the operating system (e.g., LD_PRELOAD in Linux). A build call graph consists of build instructions as edges and files and processes as vertices. The connection between the nodes can be recovered by analyzing the instructions (e.g., open, read, write) and their arguments (e.g., files and processes) recorded from traces of the function calls. In the Linux environment, we leverage the API hook mechanism by setting LD_PRELOAD to our self-implemented dynamic library. Our dynamic library then intercept the __libc_start_main function. This function is invoked whenever a build instruction (e.g., gcc, clang, ar, and ld) is called, allowing us to record the necessary information for constructing the build call graph (i.e., the name of the build instruction, the input files, the output files, and the SHA256 values of these files) in a database. These build instruction are commonly used in the compilation process of our LSCSs and our self-implemented dynamic library allows us to specify such build instructions. After recording such information, we construct the build call graph by connecting the build instruction names in the order they were called. By analyzing the build call graph, we can pinpoint non-deterministic instructions and trace their origin to higher or lower level instructions. The build call graph is also used during the verification phase to ensure that the correct external dependencies are loaded during the build process. Fig. 4 shows an excerpt of the resulting build call graph of our running example.

**Step 3 – Diagnosing Non-Equivalence.** In this step, for each non-equivalent build artifact, we further analyze and resolve the non-equivalences one at a time. We analyze the build call graph to identify a call to the lower-level instructions that are not explicitly stated in the build scripts or in the source code. For example, in our Fig. 5, the build starts from the source code file Foo.c. After the build profiling process, we know that the build instruction A (e.g., gcc) generates the intermediate file Foo.o. By comparing the recorded SHA256 of the files, we know that Foo.c is equivalent to the same file produced by the previous build, while Foo.o is non-equivalent. In this case, we can identify that the process associated with gcc introduced the non-
equivalence in the generated build artifacts. During the diagnosing process, standard tracing tools (e.g., strace in Linux) are also enabled so that we can manually identify the low-level instructions that introduce the non-equivalences. Back to our running example, we first focus on the file `time.now` by analyzing the build call graph generated by Step 2, we know that `time.now` has non-equivalences and depends on the process `date`. By analyzing the non-equivalences (which is a date and time information), we can deduce that it is caused by the invocation of the `date` instruction as shown in Fig. 2a. We can also verify that `date` invokes the `clock_gettime` function, as shown in Fig. 4. Since the time is constantly changing, the results of invoking `clock_gettime` will be different at each invocation.

Step 4 – Documenting Mitigation. We have documented the various sources of non-determinism and their mitigation strategies in a document called the mitigation guideline. The information in the mitigation guideline is either from existing research and practice (e.g., [19], [20], [21], [27]) or added as a result of the investigation of prior non-equivalences in the build artifacts of our LSCSs. There are three general mitigation strategies:

- **Remediation** aims to remove the non-equivalences by modifying the LSCS implementation, the third party source code, or the build script.
- **Controlling** aims to control the non-equivalences by dynamically intercepting specific build instructions and returning pre-defined values. To control the non-equivalences, we have developed an intercept & ignore list mechanism (see ToolKitA in Fig. 1). We record the set of build instructions that need to be controlled in the intercept lists. During the build process, whenever an instruction that is in an intercept list is invoked, it will be intercepted and pre-defined values will be returned. However, returning pre-defined values in some specific runtime context may have a systemic and potentially undesirable effect (e.g., a build failure). Hence, the ignore list maintains a set of build instructions that are bypassed by the interception mechanism. This interception mechanism works at the kernel level and therefore is agnostic to build artifacts or build tools, as long as the build process uses the exact same instructions as annotated in the lists. This characteristic is essential to handle the heterogeneity of the build environment of LSCSs.

Fig. 4. The build call graph of our running example.

Fig. 5. Our interception mechanism and its relation with each step of the mitigation phase.
Interpretation is the strategy for dealing with non-equivalences due to security requirements (e.g., digital signatures) or system design (e.g., ASLR), which cannot or should not be eliminated nor controlled. Instead, we need to explain the sources of non-determinism by documenting the location of the non-equivalences, their root causes, as well as the rationale behind not eliminating or controlling them. Such documentation needs to be detailed and accurate enough so that other practitioners and auditing agencies can verify its correctness.

In our running example, by analyzing the build call graph, we can deduce that the non-equivalences in time now have their origin in the invocation of the time function clock_gettime, which is one of the documented sources of non-determinism. The adopted mitigation strategy is to control the source of non-determinism. Assuming that the mitigation guideline is empty, we update this document with the following entry:

Source of non-determinism: Date and time.
Description: The date and/or time at which the build is performed is stamped in the generated build artifacts.
Related build instructions: date
Recommended mitigation strategy:
Controlling: Add related build instruction to CGT_LIST to intercept build instructions that calls clock_gettime. Set pre-defined date and time to the TIME_VALUE variable.

It mentions that a source of non-determinism is related to the date and time instructions that are invoked during the build process and can be generally traced to the lower level clock_gettime function.

**Step 5 – Updating Intercept & Ignore Lists.** We maintain one intercept list per low level instruction that is going to be intercepted. Considering our running example, the recommended mitigation strategy by the mitigation guideline is to add the high level date instruction to the intercept list called CGT_LIST (i.e., the intercept list associated with the low level instruction clock_gettime). Whenever an instruction that is in the CGT_LIST is intercepted, it will receive a pre-defined date and time as the returning value to a call to clock_gettime. The snippet below shows the configuration of the interception mechanism (libtoolkit.so) as well as the contents of the CGT_LIST:

```
export LD_PRELOAD=libtoolkit.so
export TIME_VALUE=2020-07-11,08:30:18
export CGT_LIST=date
```

In this example, depending on the build environment, we leverage different mechanisms to intercept system calls. For Linux, we leverage the API hook mechanism (a.k.a., LD_PRELOAD) to pre-load our toolset ToolKitA [41] before the build process starts. During the build process, the specified system calls are intercepted and replaced by a call to a customized function (which, in turn, returns the pre-defined value). For the Windows platform, we leverage the Detours [42] tool to monitor and instrument system calls. Specified system calls in the intercept list are intercepted and replaced by a call to a customized function. In the example above, whenever a call to clock_gettime is intercepted, a customized function that returns the value stored in TIME_VALUE will be called instead. Currently only one instruction (date) is added to CGT_LIST, but other time- and date-related instructions that calls clock_gettime can be added as well. The clock_gettime function is also invoked by many other instructions like gcc and tar. Since we also want to control the non-determinism in the time.bin and time.tgz files, we add gcc and tar to CGT_LIST. At this point, the mitigation guideline is updated with two additional related build instructions to the date and time entry: gcc and tar. In some specific circumstances, by adding a build instruction to an intercept list, the build can start to fail. For example, some build instructions can use the date instruction to generate intermediate build files with different names (i.e., by appending the current date and time to the intermediate file names). If the date instruction always return the same pre-defined date and time value, the intermediate files are overwritten with each other and the build fails. In this case, the higher-level instruction that uses date to generate the intermediate files needs to be added to the ignore list. In Fig. 5, we demonstrate that the hook functions communicate with our intercept & ignore lists, both by intercepting the instructions in the list as well as by returning the associated predefined value.

The update of the intercept & ignore lists is the most effective step of our VBP to remediate non-equivalences in build artifacts. It configures the process for controlling the sources of non-determinism during the build process and, according to our experience (see Section 5.2), is responsible for remediating most of the non-equivalences in the build artifacts.

**Step 6 – Validating Mitigation.** The build process is repeated again to check if the non-equivalence investigated in the prior steps are mitigated. As shown in Fig. 5, this repeated build process (i.e., the rebuild process) will invoke the same set of build instructions. These build instructions will get the pre-defined values returned from the hook functions on top of the system kernel. The hook functions are configured by the intercept & ignore lists discussed in Step 5. If there are still some non-equivalences left at the end of this build process, we will reiterate the whole process from Step 1. This iterative process continues until all the non-equivalences are mitigated. During this process, any non-equivalences that have been mitigated will be clearly documented for maintenance and auditing purposes.

At the end of the mitigation phase, we record in the build specification all information that is necessary to verify the build in the verification phase.

### 3.2 The Verification Phase

Once all the non-equivalences are mitigated, the build is considered as verifiable and can be audited by an independent organization. The same build environment as used in the mitigation phase, along with the source code, the intercept & ignore lists, as well as the build specification are all provided to the auditing agency. The build specification contains the following information regarding the build:
The configuration of the build environment (e.g., an specification of the virtual machine and operating system, as well as the version of the build toolchain).

A detailed rationale for each instruction that is contained in the *intercept & ignore list*. Please refer to Section 3.1 for an example of mitigating the non-equivalences caused by date and time.

A detailed rationale for each non-equivalence that is interpreted (i.e., neither remediated nor controlled). In addition, for each non-equivalence in the build artifacts, the location of the non-equivalence is recorded and mapped to the rationale described in the non-equivalence inventory. Fig. 6 shows one example.

The auditing agency executes the build process and checks the resulting build artifacts against the provided (release ready) artifacts. For all the controlled non-equivalences, they can edit or remove the contents in the intercept & ignore lists to examine and verify their impact on the build artifacts. For the interpreted non-equivalences, they carefully examine the documentation and the build artifacts to see if they are legitimate. The build call graph can be used in this examination to ensure that the loaded external dependencies are also legitimate. To pass the auditing process, all the non-equivalences need to be mitigated and independently verified.

### 4 Case Study

In this section, we present an in-field evaluation of our approach to produce verifiable builds. In Section 4.1, we discuss our case study setup and explain the studied LSCSs. In Section 4.2, we compare the proportion of equivalent build artifacts that are generated before and after applying our approach for three LSCSs within Huawei and for version 7.8 of CentOS. In Section 4.3, we provide an overview of our mitigation strategies for various sources of non-determinism described in the mitigation guideline (see Section 3). This guideline records our experience on successfully mitigating many non-equivalences for these three LSCSs in the past few years.

#### 4.1 Case Study Setup

We report our experience on applying our approach to three representative LSCSs within Huawei. All three studied LSCSs are mission critical systems used by tens of millions of people every day. They have been widely deployed in many of the products within Huawei. As these LSCSs are deployed in the access-point of the wireless networks, they are considered to be the main focus of security related auditing by the third party auditing agencies. For this reason, these three LSCSs have been submitted to different security audits and their ability to produce verifiable build artifacts was validated by an independent auditing agency [5]. Each of these systems consist of millions or tens of millions lines of code and have complex third party dependency relations.

To evaluate the generalizability of our approach, we have also applied our approach to the open source packages distributed under CentOS version 7.8, which is a popular Linux distribution. CentOS is widely used inside Huawei and the software packages contained in the distribution are used by software systems inside Huawei. Hence, conducting a study on CentOS will improve the product quality and also contribute to the open source community. For example, Huawei has created an open source project called OpenEuler, which is forked from CentOS, that could benefit from this study. In addition, existing works towards deterministic builds are found only in other Linux distributions such as Debian [8]. Our work complements those works and provides practical contributions to the CentOS community.

#### 4.2 Performance Evaluation

In this section, we report the methodological details (Section 4.2.1) and report results of our performance evaluation on three LSCSs within Huawei (Section 4.2.2) and a large-scale open source system, CentOS (Section 4.2.3).

##### 4.2.1 Evaluation Method and Evaluation Metrics

For the studied systems (including the three LSCSs in Huawei and CentOS), we compute two metrics between two identical build processes: the number (percentage) of equivalent build artifacts and the number (percentage) of non-equivalent build artifacts that are interpreted. The number (percentage) of equivalent build artifacts represents how many build artifacts are equivalent before and after we remediate or control the non-equivalences. The number (percentage) of non-equivalent build artifacts that are interpreted denotes the number of build artifacts that cannot be remediated or controlled, and can only be interpreted after investigation.

We first conduct the same build process twice before applying our approach and collecting the build artifacts. Then we compare the percentage of build artifacts that can be repeatedly produced (a.k.a., equivalent build artifacts). For example, one system generates 100 build artifacts during the build process. If the same build process is repeated again and only 20 of the build artifacts are equivalent to the ones generated in the previous build, then the percentage of equivalent build artifacts is 20/100 * 100% = 20%.

After applying our unified process to mitigate sources of non-determinism, we conduct the same build process twice and collect the generated build artifacts. By applying our
TABLE 1
The Percentage of Equivalent Build Artifacts Before and After Applying Our Approach for LSCSs

<table>
<thead>
<tr>
<th>System</th>
<th>(%(#) of equivalent artifacts Before</th>
<th># interpreted artifacts</th>
<th>(%(#) of equivalent artifacts After</th>
<th># interpreted artifacts</th>
</tr>
</thead>
<tbody>
<tr>
<td>$LSCS_1$ (A)</td>
<td>32%(9)</td>
<td>100.00%(28)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$LSCS_1$ (B)</td>
<td>0%(0)</td>
<td>100.00%(37)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$LSCS_2$</td>
<td>83%(1,877)</td>
<td>99.70%(2,253)</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>$LSCS_3$</td>
<td>88%(64,029)</td>
<td>99.99%(72,784)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>CentOS</td>
<td>85.87%(81,483)</td>
<td>94.56%(89,724)</td>
<td>5,021</td>
<td></td>
</tr>
</tbody>
</table>

$LSCS_1$ is built in platforms A and B.

unified process, we build the system using our ToolKitA with the build specification. We then compare the percentage of build artifacts which are equivalent. For example, after applying our approach, there are 99 build artifacts that are equivalent compared to 20 before applying our approach. Then we consider the percentage of equivalent build artifacts is 99/100 * 100% = 99%. The remaining one build artifact is mitigated by interpretation. In other words, we achieve the verifiable build by generating 99 percent equivalent build artifacts and 1 percent interpreted build artifacts.

4.2.2 Evaluation Results for the LSCSs

Table 1 shows our results on the three LSCSs. The first LSCS, $LSCS_1$, is supported on two different platforms and hence produces two different sets of build artifacts. All three LSCSs under study are required to be built from the complete set of source code. Before adopting our approach, one of the three LSCSs has less than 50 percent of equivalent build artifacts. After adopting our approach, all the build artifacts in $LSCS_1$ (PlatformA) and $LSCS_1$ (PlatformB) are equivalent. Also, 99.70 percent of the build artifacts in $LSCS_2$ are equivalent and 99.99 percent of the build artifacts in $LSCS_3$ are equivalent. The remaining 0.3 percent of the non-equivalent build artifacts (6 build artifacts) in $LSCS_2$ and the remaining 0.001 percent of the non-equivalent build artifacts (1 build artifact) in $LSCS_3$ are mitigated by interpretation (see Section 3.1). In other words, the builds of all three LSCSs are verifiable.

The released versions of these three systems (one system supported in two platforms) along with another four systems have been audited by the independent auditing agencies between 2019 and 2020. Following the verification phase of our VBP, the auditors are able to verify the build of the LSCSs by leveraging our toolset ToolKitA and the provided documentation (i.e., build specification). They have compared and inspected their produced build artifacts against the released versions and confirmed the builds are verifiable: “HCSEC (the independent auditing agency) has now verified binary equivalence across eight product builds” (page 20 of [5]).

4.2.3 Evaluation Results for CentOS

To evaluate the generalizability of our approach, we have also applied our approach to the open source packages distributed under CentOS version 7.8, which is a popular Linux distribution. We have followed the VBP with the same intercept & ignore list configured for our LSCSs. We successfully compiled 2,218 of these open source packages, which contains 889,430 source code files and 245 million lines of code. Similarly to Section 4.2.2, we evaluate our approach by comparing the percentage of build artifacts that can be repeatedly generated before and after applying our approach. The results are shown at the last row of Table 1.

In total, we generate 94,888 build artifacts from the CentOS 7.8 distribution. Before adopting our approach, 85.87 percent (81,483) of the build artifacts are equivalents. After directly adopting our approach using the existing intercept & ignore list, 94.56 percent (89,724) of the build artifacts are equivalent. Among the remaining 5.44 percent of the non-equivalent build artifacts (5,164 build artifacts), 5.29 percent (5,021) can be mitigated by interpretation. Among the remaining 143 (5164 – 5021 = 143) build artifacts, 0.09 percent (91 build artifacts) of the build artifacts are deemed as verified. We are still investigating the root causes of the remaining 0.06 percent (52) non-equivalent build artifacts. The results clearly show that our approach on the LSCSs can be applicable to open source software packages with satisfactory performance.

4.3 An Overview of Our Mitigation Guideline

The non-equivalences in the build artifacts are caused by different sources of non-determinism. Based on our experience on diagnosing many non-equivalent build artifacts in the past few years, we categorize the sources of non-determinism into the following three categories:

- **Environment** refers to the non-equivalences caused by the interactions between the build process and the build environment, either by means of function calls or global environment variables.
- **Build toolchain** refers to the non-equivalences caused by the non-deterministic behavior of various tools used during the build process (e.g., linkers, compilers, and archivers).
- **System** refers to the non-equivalences caused by the implementation of the system under development. It includes the implementation of the system itself, the source code of the external third party dependencies, and the build scripts.

In the remaining of this section, we describe the details of our mitigation guideline based on the above three categories of sources of non-determinism.

Environment. The recommended strategy to mitigate the non-equivalences caused by the environment is controlling. There are two main mechanisms for controlling the interaction between the build process and the environment: (1) utilizing intercept & ignore list for intercepting build instructions that invoke certain functions; and (2) providing pre-defined values for the referenced global environment variables.

We explained a running example in Section 3 on how we use the first mechanism to address the most common source
of non-determinism: date and time. To further illustrate the details, we describe two function calls that interacts with date and time: `time` and `__xstat`. `time` returns the number of seconds since the Epoch. `__xstat` returns the last modification time of a file. Many build instructions may invoke these two functions. If a non-deterministic build instruction invokes `time`, then we add this build instruction to `INTERCEPT_LIST_TIME`. Furthermore, if a non-deterministic build instruction invokes `__xstat`, then we add this build instruction to `INTERCEPT_LIST_XSTAT`. For example, `gcc` compiler invokes `__xstat` to write the file modification time into the compiled artifacts, hence we add `gcc` to `INTERCEPT_LIST_XSTAT`.

All of the above function calls can be invoked from different locations such as the implementation of LSCs themselves (shown in Section 3), the third party dependencies (e.g., `openssl`, `mikimage`), the build scripts (e.g., `Make file`), and some tools in the build toolchain (e.g., `tar` and `gcc`). Furthermore, the function calls can be invoked throughout the build process. Therefore, the best strategy is to centrally control the build instructions that invoke these function calls such that they return the same pre-defined date and time. Other intercept lists are also specified for other environment-induced sources of non-determinism. Here we describe two more examples: file ordering and pseudo-random number generation.

1) **File ordering**: Depending on the type of file system, reading the contents of a directory would return a list of files whose order is unspecified. The differently ordered list of files can either directly cause the non-equivalences if they are embedded in the generated artifacts; or indirectly if these files are processed in a different order during each build process. We found that a set of function calls (e.g., `readdir` and `nsfw`) whose behavior may vary depending on the types of file systems. To control the non-deterministic behavior, we add the build instructions that may invoke these function calls to the corresponding intercept list (e.g., `make`).

2) **Pseudo-random number generation**: Pseudo-random numbers are generated using different seeds and algorithms during each build process. Function calls that read a generated random number and write them on an intermediate artifact will cause non-equivalences (e.g., `rand`, `srand`, and `random`). For example, to generate unique serial numbers during the build process, pseudo-random number generation functions need to be invoked (e.g., `oggenc` [43] invokes `srand`). Hence, we add `oggenc` to the corresponding intercept list. Therefore, every time `oggenc` is executed, the same seed is used by `srand` during the pseudo-random number generation.

Other environment-induced non-equivalences are caused by the global environment variables, which may vary across different build environments. To control such non-deterministic behavior, we set the same pre-defined values to these environment variables. Below, we show two such examples:

1) **Locale**: Depending on the locale, information like the format of the time, and character encoding can be different. Such information is usually embedded in the build artifacts. To control this source of non-determinism, we can override the locale of the environment by setting a same pre-defined value for the global environment variable `LC_ALL`.

2) **Hash seeds**: Hash functions generally randomize their hash seeds while computing the hash values for numbers or strings. This can introduce non-equivalences in the build artifacts if hash functions are invoked by different build instructions. To control such source of non-determinism, we set the hash seeds as an environment variable (e.g., `PYTHONHASHSEED` for Python and `PERL_HASH_SEED` for Perl), so that different build instructions use the same hash seeds while computing the hash functions.

**Build Toolchain.** The recommended strategy to mitigate the non-equivalences caused by the build toolchain is remedia- tion. We describe two sources of non-determinism that are induced by the build toolchain.

1) **Absolute file path.** The absolute path of the source files is written to the final artifacts as a debug information by many tools in the build toolchain (e.g., compilers, archiving tools, etc.). Many tools provide utilities for suppressing such outputs. For example, the outputted file paths in `gzip` can be easily removed by adding the command option `-n`. Similarly, we can set the command option `--debug-prefix-map=OLD=NEW` in `gcc` to prevent outputting the absolute path names during the compilation process.

2) **Randomly generated intermediate files.** The absolute path of the intermediate files are sometimes randomly generated and written to the final build artifacts, which cause non-equivalences. For example, the `Windriver` compiler writes the randomly generated intermediate files to the build artifacts. To address this source of non-determinism, we add the command option `--save-timestamps` in the build commands to specifically indicate the generated file paths.

**System.** Depending on the problem context, the recommended mitigation strategy for system induced non-equivalences can vary. Here we describe three common system induced sources of non-determinism:

1) **Non-initialized variables**: In programming languages like C, variables that are not explicitly initialized by the programmer are assigned with different values as they capture the random bytes in memory, causing non-equivalences. To mitigate such non-equivalences, the remediation strategy is recommended. Practitioners need to fix the problem by explicitly initializing variables.

2) **Digital signatures or encrypted information**: The built system requires that generated artifacts have stamped digital signatures or encrypted information, which causes non-equivalences. The preferred mitigation strategy is interpretation. For LSCs, these non-equivalences cannot be eliminated or controlled due to security concerns. Instead, the location and the causes of such non-equivalences need to be clearly documented for product maintenance and auditing process.
3) **Documentation:** LSCSs include many documentation files generated during the build process. Some of them are generated by Microsoft applications and have a binary format. These binary documentation files can be non-equivalents even when the encoded textual contents are identical. For example, `.hhc.exe` is a build-in tool provided by Microsoft for compiling `.hhc` documents. During the compiling process, random numbers are injected into the final documents, causing non-equivalences in the build artifacts. Since this tool is a commercial tool, it is impossible for us to diagnose and fix this problem. Similar to the digital signatures, such non-equivalences are interpreted and explained in the documentation. `ps2pdf` is another tool used for converting PostScript documents into `.pdf` files. This tool randomly generates UUID (universally unique identifier) for each document. To address this source of non-determinism, we apply the remediation strategy by modifying the build scripts to specify pre-defined UUIDs.

5 **DISCUSSIONS AND FUTURE WORK**

In this section, we discuss the lessons learned by applying our approach to LSCSs within Huawei and present some future research directions.

5.1 **Building LSCSs From Source Code**

Before checking build verifiability for LSCSs, we need to ensure LSCSs can be built successfully from source code. However, this process is non-trivial due to the complex third party dependency relations in the LSCSs.

- **Software Bill of Materials (SBOM):** LSCSs have multiple third party dependencies, each of which can also have additional third party dependencies. Hence, it is crucial to obtain the SBOM, which is a list of third party dependencies and their versions for the LSCSs [44]. We obtain this information by manually identifying the exhaustive list of third party dependencies, which are involved during the build process. These third party dependencies can be from open source communities, from Huawei, or from other companies. For open source dependencies, we download their source code from the official website and re-build the projects while turning on the build profiler of ToolKitA. We manually identify additional dependent open source packages and download them. This process continues until all the dependent open source projects are downloaded. The same procedure is also repeated for packages from Huawei. For third party packages of other companies, since we cannot obtain their source code, we just record their names and versions in the build specification document. Currently, there are no well-defined processes to systematically recover the SBOMs in the context of LSCSs. More research is needed in this area.

- **Unified Build Process:** The verifiable build process for LSCSs requires the entire system, including all third-party dependencies and internal libraries, to be built from source code. Therefore, each LSCS encompasses a very heterogeneous set of components and this heterogeneity is amplified when many LSCSs are developed by the same company. For example, in Huawei, different LSCSs use different programming languages and open source dependencies which, in turn, use different build tools and build processes. Therefore, it is important to implement an unified build process across all product teams within the same company. Although there are build tools (e.g., Bazel [17] and Buck [9]) that support build processes for different projects and different programming languages, unifying the build processes across different product teams using the existing build toolchain is still an open research area.

The independent auditing agency mention that “**binary equivalence remains a bespoke project, rather than a consistent output of Huawei’s build process**” [5]. Hence, a huge amount of effort is currently devoted in Huawei to adopt our toolset ToolKitA and to modify the build scripts or changing the build toolchain in order to unify the entire build process across different product teams. Research is needed to support automated integration of the build processes for different LSCSs, which have complex dependency relations.

5.2 **Comparison Among Different Mitigation Strategies**

5.2.1 **Advantages and Disadvantages**

Although both controlling and remediation can be used to remove the non-equivalences in the build artifacts, both of them have their advantages and disadvantages.

Compared to remediation, controlling has three advantages: First, it is non-intrusive as practitioners only need to modify the `intercept` list instead of changing the source code or the build scripts of LSCSs or the third party packages. Second, different from remediation, whose impact is specific to the changed artifacts, controlling has a more general impact. For example, all the build instructions which reference a particular global environment variable will have a pre-defined value (e.g., see `LC_ALL` in Section 4.3). Third, as the prior resolution on controlling various environment-induced non-equivalences are encoded in the `intercept` list, recurrent problems caused by the environment are automatically mitigated. However, we need to take extra care on updating the `intercept` lists, as some build instructions (e.g., make, git) may behave in an unexpected way once intercepted. For example, if not careful, the pre-defined date and time would cause clock skew and the build process will either be blocked or behave differently [45]. In addition, our current implementation of ToolKitA intercept system calls that are performed by programs allocated at the user space and, therefore, it is not able to intercept system calls that are directly performed by the kernel space. Further research and development should propose a similar hooking mechanism for the kernel space.

Compared to controlling, remediation has one advantage, which is that we can independently verify whether the source of non-determinism is addressed. The impact of the remediation is localized and do not impact other build processes. On the other hand, the disadvantage is that we have to analyze each individual source of non-determinism of
different external dependencies, which is time-consuming. For example, to fix date and time issue, multiple patches are proposed for open source projects (e.g., openssl [46], sysstat [47], and `isof` [48]).

When the non-equivalences should not or cannot be remediated or controlled due to design or security requirements, they should be interpreted. For each of the interpreted non-equivalences, we clearly document its location, the source of non-determinism, and the rationale. However, such analysis might need to be repeated each time new build requests come in, as their locations and contents may change from build to build. How to effectively track or mitigate the same interpreted non-equivalences across different builds or how to mitigate recurrent interpreted non-equivalences remain as an open research problem.

### 5.2.2 Soundness

Verifiable builds generate build artifacts that satisfy either one of the following conditions: (1) the generated build artifacts are equivalent; (2) if the build artifacts are not equivalent, the differences can be interpreted. The soundness of the explainable build process presented by Carnavalet et al. [21] can be validated, as it explains every source of non-determinism found in the build artifacts. However, this process lacks tooling support and the study is mainly done manually. In turn, the deterministic build process was proposed by Ren et al. [20] with an automated tool. RepLoc is a tool to support the mitigation of non-equivalences by means of remediation and, therefore, to produce reproducible builds. Since some non-equivalences are not possible to be remediated, this strategy does not necessarily satisfy the conditions for a verifiable build (unless all the non-equivalences can be interpreted). Therefore, the soundness of producing verifiable builds using only remediation cannot be validated. We can validate the soundness of our VBP in achieving verifiable builds based on the definition. First, our VBP can control a variety of sources of non-determinism, including those described by Ren et al. Second, for the remaining non-equivalent build artifacts, we interpret the differences similar to Carnavalet et al. The third party auditing agencies can independently check the verifiability of our VBP on the LSCSs.

### 5.3 The Cost of Applying VBP

The cost of applying our unified process to produce a verifiable build can be broken down into: (1) the cost of localizing and mitigating a new source of non-determinism; and (2) the cost of localizing and mitigating similar causes of recurrent non-equivalences across multiple releases or different systems.

As for (1), we observe that using our controlling strategy with the intercept & ignore lists to eliminate non-equivalences in the generated build artifacts is the strategy that contributes the most for the cost-effectiveness of our approach. The main reason is that controlling avoids having to recurrently localize build instructions that are associated with the same source of non-determinism (e.g., having to individually localize all build instructions that cause timestamp differences). The key technical characteristic of our controlling strategy is to intercept instructions at the system level, which allows to remediate the sources of non-determinism associated with different instructions all together (see Section 3.1 – Step 4). When sources of non-determinism can be automatically localized, the controlling strategy still outweighs the remediation mechanism with respect to cost-effectiveness. For example, RepLoc [20] is the state-of-the-art tool that automatically identifies the build instructions that are accountable for non-equivalences and generates a ranked list of source files containing such build instructions. In this approach, the BSPs need to manually verify the instructions within the ranked list of files and remediate the non-equivalences one by one. All the non-equivalences that are reported by Ren et al. [20] can be mitigated through the controlling strategy.

As for (2), using the controlling strategy requires manual efforts at the beginning when BSPs need to identify the non-equivalences and localize the sources of non-determinism. As this process evolves, the effort for BSPs decreases because recurrent sources of non-determinism are all mitigated at once by our controlling mechanism (due to interception of instructions at the system level). The controlling mechanism also has some benefits in another aspect regarding the cost effectiveness of our unified process, which is the portability among different systems and releases. Our unified process has been successfully adapted and applied to verifiably build hundreds of products within Huawei. RSEs can reuse the documented mitigations and run our ToolKitA with a standard set of build instructions in the intercept & ignore lists, saving a significant amount of effort usually spent in Steps 3, 4, 5 and 6 of our Mitigation Phase. New types of non-equivalences that are occasionally identified are mitigated by BSPs running a complete cycle of our Mitigation Phase, which will update the standard intercept & ignore list as well as the mitigation guideline. Informal feedback of the product teams suggests that both RSEs and BSPs are positive regarding the usage of our approach.

There are currently 239 products inside Huawei that apply our approach, including the three LSCSs described above. The product teams are satisfied with the verifiable builds generated and acknowledge that our approach has reduced a great amount of manual effort. Most of the non-deterministic behavior can be addressed by simply executing our ToolKitA (with a standard set of build instructions added to the intercept & ignore lists). By means of informal feedback from the product teams in Huawei, we have found that most of the non-deterministic instructions come from dynamic libraries, which can be controlled using our approach. However, very few products use static libraries (less than 1 percent in our LSCSs), for which the API hook mechanism does not apply. Our current solution is to convert the static libraries into dynamic libraries. How to efficiently control static libraries remains as an open research problem.

### 5.4 Sources of Non-Determinism in LSCSs

Identifying the sources of the non-determinism in non-verifiable builds is challenging and time consuming [19], [20], [21]. First, build artifacts have to be analyzed such that the non-equivalences can be traced back to the problematic files or build scripts that generate them. Then, additional manual inspection is required to further locate the specific lines of source code or build instructions. As we have described in the mitigation guideline in Section 4.3, the sources of non-
determinism can be induced from the environment, the build toolchain, or the system. By analyzing thousands of non-equivalences from LSCSs and their third party dependencies in the past few years, we find that the majority of the problems in the non-verifiable builds are caused by various interactions with the environment (e.g., querying the current date and time or returning a list of files). This is the main reason why we can support a verifiable build process for multiple LSCSs in a short period of time and produce 100 percent or over 99 percent of the equivalent build artifacts.

To cross-validate our findings, we have also applied our approach to all the open source packages distributed under CentOS 7.8, which is a popular Linux distribution. The detailed evaluation results are discussed in Section 4.2.3. As shown in Section 4.2.3, before adopting our approach, there are 13,405 non-equivalent binary artifacts. Among these build artifacts, the majority (61.48% = \( \frac{821}{1340} \)) of the non-equivalent build artifacts are mitigated by controlling. In addition, 5,021 (37.46% = \( \frac{3001}{8021} \)) non-equivalent build artifacts are mitigated through interpretation. These 5,021 build artifacts are the driver files of the operating system kernel and the non-equivalences are caused by digital signatures, which should be reserved due to security requirements. We first use the `intercept & ignore` list directly configured from the LCSCs without any modification. After careful examination, we found another 91 (0.68% = \( \frac{91}{1340} \)) non-equivalent build artifacts can be mitigated through controlling by adding the related processes into the `intercept & ignore` list. In the end, through our approach, only 52 (0.39% = \( \frac{52}{1340} \)) non-equivalent build artifacts remain. On one hand, this study clearly demonstrates the generalizability of our approach. On the other hand, it also shows that the main sources of non-determinism in CentOS are also environment-related, followed by a non-trivial portion of the non-equivalences caused by security requirements. This also demonstrates the advantage of our verified build process over the existing deterministic build processes, which mitigates the non-equivalences by remediation in a case-by-case basis.

5.5 Integration With the Development Workflow
Currently, our verifiable build process is recommended to run frequently when a project just starts or if the build toolchain has been recently updated. Once the non-equivalences have been successfully mitigated, the verifiable build process can be executed less frequently due to the performance overhead imposed to the build process (e.g., build profiling). Once the LSCSs are close to release deadlines, this process needs to be executed on the builds of each release candidate. However, such scheduling recommendation may not be optimal due to the following two reasons: (1) occasionally the verifiable build process can be invoked even when no changes are made to the existing build processes. This results in a waste of computing resources and analysis effort (especially for the interpreted non-equivalences). (2) If some non-equivalences are introduced in a series of code changes during which the verifiable build process is not invoked, practitioners will spend more time to pinpoint the sources of non-determinism. Future research may look into automated recommendation on when to invoke the verifiable build process in a cost-effective fashion.

6 RELATED WORKS
In this section, we discuss four related areas of work to this paper: (1) security-related issues in the build process, (2) fault localization, (3) analysis of runtime behavior of the build process, and (4) a comparison with related practices with the steps of the mitigation phase.

6.1 Security-Related Issues in the Build Process
The type of toolchain attack that a verifiable build is able to detect was first explained by Thompson [49]. In this attack, a compromised compiler is used to inject malicious code during the compilation of a source code. As a result, the generated build artifacts are compromised. Therefore, to ensure that a built software system is not compromised, in addition to inspecting the source code for malicious code, the whole build toolchain needs to be trustworthy. Wheeler [50] describes a countermeasure to this attack that is based on the idea of comparing the generated artifacts by a trusted compiler against those generated by a non-trusted compiler. Carnavalet et al. [21] discuss a set of challenges for verifiable builds in security-critical OSSs. The authors also describe the sources of non-determinism identified while checking build verifiability for the TrueCrypt system. Nikitin et al. [51] describe a decentralized software update infrastructure that builds the release and compares the generated artifacts against the deployed binaries. Leija et al. [16] describe the design of a container technology – called reproducible container – which can deterministically execute x86 – 64 instructions and Linux system calls. Compared to the papers above, our paper is the first research work focusing on the challenges and solutions for producing verifiable builds in the context of LSCSs.

`libfaketime` [52] is an open source utility that returns pre-specified date and time values and can be used during a verifiable build process. In comparison, our `intercept & ignore list` mechanism implemented on ToolKitA is a more generic mechanism which supports returning pre-defined values for many different build instructions and, therefore, control different sources of non-determinism. Moreover, our toolset ToolKitA implements the ignore list to avoid injecting pre-defined values in specific build instructions.

6.2 Fault Localization
Prior studies in fault localization [53] focus on reproducing the production environment [54], recovering call graphs [55], recording and replaying program execution [56], and generating artificial faults [57]. There are only two works on the localization of sources of non-determinism in verifiable builds [19], [20]. Ren et al. [19] present a tool, which automatically localizes the sources of non-determinism by leveraging information retrieval techniques. Their proposed tool can achieve an accuracy of 79 percent for the top-10 ranked files. In their subsequent work, Ren et al. [20] propose another tool that analyzes the build call graph to localize the sources of non-determinism. The accuracy of their new tool is 90 percent for the top-10 ranked instructions. Both tools aim to support the deterministic build process whose main objective is to remediate the sources of non-determinism. This is because they mainly focus on the build verifiability of OSSs, whose build environment varies. However, checking build verifiability in LSCSs has a different set of challenges. LSCSs have the same build...
<table>
<thead>
<tr>
<th>Step</th>
<th>Our approach</th>
<th>Existing practices</th>
<th>Comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Step 1 – Checking</strong></td>
<td>Uses an integrated tool to support checking build verifiability in multiple platforms.</td>
<td>Use <code>reprotest</code> [65] to vary build environment and decide whether two build instances produce equivalent build artifacts. Use <code>diffoscope</code> [38] to visualize the non-equivalences in build artifacts.</td>
<td><strong>Similarities:</strong> The step in our approach for checking build verifiability uses the same techniques and concepts as the existing tools. <strong>Differences:</strong> Existing practices are typically supported on a single platform. Our ToolKitA for LSCSs works on multiple platforms.</td>
</tr>
<tr>
<td><strong>Step 2 – Profiling</strong></td>
<td>Uses a build profiler tool integrated into ToolKitA and leverages an API hook mechanism to construct a build call graph and identify non-deterministic build instructions. Stores the build call graph in a database.</td>
<td>Van der Burg et al. [39] use build profiling to find inconsistent licences in OSS projects. Ren et al. [20] use build profiling to find root causes of non-equivalences for deterministic builds. Adams et al. [64] use for design recovery. Bezemer et al. [40] use for the identification of unspecified dependencies. Zhou et al. [54] use for fault localization.</td>
<td><strong>Similarities:</strong> Our build profiler is similar to existing practices in the sense that it also intercepts specific system calls during the build process and constructs a build call graph. <strong>Differences:</strong> While ToolKitA records specific build instructions that are intercepted by using the API hook mechanism, existing practices typically parse the output of a profiling tool such as strace. As a result, our ToolKitA recovers the build call graph during the build, while existing practices recover the build call graph after the build process is finished.</td>
</tr>
<tr>
<td><strong>Step 3 – Diagnosing</strong></td>
<td>Mostly done by manual analysis of the sources of non-determinism that are still not mitigated. The build call graph constructed through the API hook mechanism helps us to identify high-level instructions that introduce non-determinism. The low-level instructions are identified by BSPs manually.</td>
<td>Carnavalet et al. [21] report the results of a manual analysis to identify sources of non-determinism and diagnose non-equivalences. Ren et al. [19], [20] propose automated tools to identify build instructions that are accountable for non-determinism.</td>
<td><strong>Similarities:</strong> Similar to Carnavalet et al. [21], we rely on manual effort to diagnose sources of non-determinism. However, our manual diagnosis is supported by a build call graph constructed during the build process. <strong>Differences:</strong> RepTrace [19] is the state of the art tool to automatically support the diagnosis of non-equivalences and its effectiveness was demonstrated to support the remediation strategy. However, after adding sufficient instructions in the intercept &amp; ignore lists, we are able to easily produce a verifiable build of different systems, avoiding the need of sophisticated support for diagnosing non-equivalences. The usage of intercept &amp; ignore lists offers flexibility to control a multitude of sources of non-determinism including but not limited those identified by RepTrace. Random numbers generated by different seeds, Randomness in file system ordering, Name of the build system, File attributes for owner (st_uid), group (st_gid), disk block location (ino_t) and device ID (st_dev), Debugging information on executable files, Intermediate files (logs, lock-files, etc.) generated in a non-deterministic form, Documentation in binary format (e.g., MS Office).</td>
</tr>
<tr>
<td><strong>Step 4 – Documenting</strong></td>
<td>Uses the mitigation guideline to document prior knowledge about the sources of non-determinism. For each category of source of non-determinism (environment, toolchain, or system), the mitigation guideline recommends the most suitable mitigation strategy (remediation, controlling, or interpretation).</td>
<td>Reproducible Builds [27] records a comprehensive knowledge base related to verifiable builds, including reusable practices and tools.</td>
<td><strong>Similarities:</strong> Both Reproducible Builds [27] and our approach explicitly document the knowledge generated during the mitigation phase. We also reuse specific knowledge about the mitigation of sources of non-determinism throughout our process. <strong>Differences:</strong> In our documentation, we categorize the sources of non-determinism into the environment, the build toolchain, and the system. For each category, our approach recommends the most suitable mitigation strategy.</td>
</tr>
<tr>
<td><strong>Step 5 – Updating</strong></td>
<td>Uses <code>libfaketime</code> to intercept time system calls and return predefined values.</td>
<td><strong>Similarities:</strong> Both ToolKitA and <code>libfaketime</code> use a hook mechanism to intercept system calls and return predefined values instead of the value returned by the originally called function. <strong>Differences:</strong> <code>libfaketime</code> is more specific and does not support the heterogeneity of LSCSs. In particular, <code>libfaketime</code> supports controlling time-related build instructions, whereas our intercept &amp; ignore lists support any build instruction.</td>
<td></td>
</tr>
<tr>
<td><strong>Step 6 – Validating</strong></td>
<td>Records a complete build specification that is used during the verification phase, including the complete build environment in a virtual machine and interpretation of sources of non-determinism.</td>
<td>Use build specifications as recommended by Reproducible Builds [66] and Debian [67].</td>
<td><strong>Similarities:</strong> Build specifications are common documents for systems that can be verifiably built. <strong>Differences:</strong> Our LSCSs need to be provided to an independent auditing agency and thus requires a complete build specification that includes the build environment (i.e., virtual machine, build toolchain, set of source code, and pre-compiled proprietary libraries), as well as an explanation of the interpreted sources of non-determinism, the performed remediations, and the controlled build instructions.</td>
</tr>
</tbody>
</table>
environment, but new challenges like stringent security requirements, complex third party dependencies, and scalability. Therefore, the main focus of this paper is to describe our verified build process, which is more suitable for LSCSs.

6.3 Analyzing the Runtime Behavior of the Build Process

Various studies have been performed to analyze the behavior of the build process. Many studies focus on reducing the duration of the build by analyzing the runtime behavior of the build process [58], [59], [60]. Kerzazi et al. [61] and Zolfagharinia et al. [62] studied the build failures in commercial systems and OSSs. Tu et al. [63] and Adams et al. [64] profile the build process to collect build logs and system tracing data. Such profiling data is used to construct build call graphs, which can be used in a variety of purposes, such as detecting licensing inconsistency in OSSs [39], detecting undefined build dependencies in Make files [40], or localizing sources of non-determinism during the verifiable build process [20]. In this paper, we also generate and analyze the build call graphs to diagnose and mitigate the non-equivalences in the build artifacts.

6.4 Related Practices With the Steps of the Mitigation Phase

In this section, we describe the main differences and similarities between our mitigation phase and the existing practices to support build verifiability. In Table 2, for each step of the mitigation phase, we describe related research results and tools, and compare them with our approach.

7 Threats to Validity

In this section, we discuss the threats to validity.

7.1 External Validity

7.1.1 Programming Languages

Currently our approach focus on mitigating non-equivalences in C/C++ based systems. We are currently working on extending our support to systems written in other programming languages. However, the main idea behind them are similar. For example, we are working on supporting a verifiable build for Java-based systems. In particular, we are extending our build profiler to Java-based build tools (e.g., Maven and Gradle). In addition, we are also implementing a similar intercept & ignore list mechanism at the JVM level in order to control the environment-induced non-equivalences.

7.1.2 Build Environment

Our approach assumes a homogeneous build environment, as we use the same system image for the build both in the development and in the auditing environments. Such a homogeneous environment assumption is mainly because the LSCSs of Huawei are used in embedded devices, in which the deployment environment is fixed. Our approach will not work for systems which need to be deployed in a heterogeneous development, since those systems need to be deployed in various environmental settings. For example, Debian needs to support different locales (e.g., United States, United Kingdom, and German). For such systems, a deterministic build process is more appropriate [19], [20]).

7.1.3 Mitigation Guideline

In Section 4.3, we summarize our recommended strategies to mitigate the non-equivalences in LSCSs and the third party dependencies. Although we also tried our process on many other open source systems to ensure generalizability, the reported sources of non-determinism and their associated recommended strategies are not exhaustive and are only based on our experience.

7.2 Internal Validity

Controlling is an important mitigation strategy introduced in our approach. It is a very effective approach to eliminating the environment-induced non-equivalences. However, it might cause side effects and introduce problems during the build process, as all the functions specified in the intercept list will return pre-defined values. Therefore, exceptions need to be specified in the ignore list, such that whenever a function specified in the ignore list is invoked, real computed values would be returned.

7.3 Construct Validity

When we evaluate the performance of our approach, we measure the number of build artifacts that can be repeatedly produced (a.k.a., equivalent build artifacts). The improvement shown in Section 4.2 is a result of both remediating and controlling the sources of non-determinism in LSCSs. For the non-equivalences that cannot be mitigated through the aforementioned two strategies, we interpret them. If all of the non-equivalences in the build artifacts can be mitigated by any of the above three strategies, the build process for this system is considered as verifiable. This process has also been communicated and accepted by various audit organizations.

8 Conclusion

Build verifiability is an important safety property to ensure that build artifacts correspond to the source code of that system. Previous research and practices mainly focus on developing and enhancing deterministic build. However, LSCSs within Huawei have challenges that deterministic builds are not able to handle, ranging from security requirements, third party dependencies, to large-scale code changes. To cope with these challenges, we have developed an integrated approach to produce verifiable builds for LSCSs. Our approach includes a unified build process and a toolset. Our approach supports three strategies to mitigate the non-equivalences in the build artifacts: remediation, controlling, and interpretation. We apply our approach to three LSCSs, showing effective results. We improved the proportion of build artifacts that are successfully verified from less than 50 to 100 percent. We cross validated our results by using our approach to build 2,218 open source packages distributed under CentOS 7.8, increasing the proportion of verified build artifacts from 85 to 99.9 percent. We also give an overview of our mitigation guidelines and share the lessons learned based on our experience in the past few years.
Finally, we describe some open research problems related to verifiable builds, which can be of interest to practitioners and software engineering researchers.
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