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ABSTRACT

Reproducibility is an increasing concern in Artificial Intelligence (AI), particularly in the area of Deep Learning (DL). Being able to reproduce DL models is crucial for AI-based systems, as it is closely tied to various tasks like training, testing, debugging, and auditing. However, DL models are challenging to be reproduced due to issues like randomness in the software (e.g., DL algorithms) and non-determinism in the hardware (e.g., GPU). There are various practices to mitigate some of the aforementioned issues. However, many of them are either too intrusive or can only work for a specific usage context. In this paper, we propose a systematic approach to training reproducible DL models. Our approach includes three main parts: (1) a set of general criteria to thoroughly evaluate the reproducibility of DL models for two different domains, (2) a unified framework which leverages a record-and-replay technique to mitigate software-related randomness and a profile-and-patch technique to control hardware-related non-determinism, and (3) a reproducibility guideline which explains the rationales and the mitigation strategies on conducting a reproducible training process for DL models. Case study results show our approach can successfully reproduce six open source and one commercial DL models.

CCS CONCEPTS

• Software and its engineering → Empirical software validation.

KEYWORDS

Artificial Intelligence, Deep Learning, Software Engineering, Reproducibility

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

ICSE ’22, May 21–29, 2022, Pittsburgh, PA, USA
© 2022 Association for Computing Machinery.
ACM ISBN 978-1-4503-9221-1/22/05...
https://doi.org/10.1145/3510003.3510163

1 INTRODUCTION

In recent years, Artificial Intelligence (AI) has been advancing rapidly both in research and practice. A recent report by McKinsey estimates that AI-based applications have the potential market values ranging from $3.5 and $5.8 trillion annually [11]. Many of these applications, which can perform complex tasks such as autonomous driving [34], speech recognition [24], and healthcare [29], are enabled by various Deep Learning (DL) models [46]. Unlike traditional software systems, which are programmed based on deterministic rules (e.g., if/else), the DL models within AI-based systems are constructed in a stochastic way due to the underlying DL algorithms, whose behavior may not be reproducible and trustworthy [26, 54]. Ensuring the reproducibility of DL models is vital for not only many product development-related tasks such as training [50], testing [18], debugging [56] and legal compliance [2], but also facilitating scientific movements like open science [66, 67].

One of the important steps towards reproducible AI-based systems is to ensure the reproducibility of the DL models during the training process. A DL model is reproducible, if under the same training setup (e.g., the same training code, the same environment, and the same training dataset), the resulting trained DL model yields the same results under the same evaluation criteria (e.g., the same evaluation metrics on the same testing dataset) [56, 57]. Unfortunately, recent studies show that AI faces reproducibility crisis [37, 41], especially for DL models [32, 44, 48, 50, 56, 58, 63, 65]. In general, there are three main challenges associated with this:

• Randomness in the software [61]: Randomness is essential in DL model training like batch ordering, data shuffling, and weight initialization for constructing robust and high-performing DL models [14, 56]. However, randomness prevents the DL models from being reproduced. To achieve reproducibility in the training process, the current approach is to set predefined random seeds before the training process. Although this approach is effective in controlling the randomness, it has three drawbacks: (1) it might cause the training process to converge to local optima and not able to explore other optimization opportunities; (2) it is non-trivial to select the appropriate seeds as there are no existing
techniques for tuning random seeds during the hyperparameter tuning process; (3) non-trivial manual efforts are needed to locate randomness introducing functions and instrument them with seeds for the imported libraries and their dependencies.

- **Non-determinism in the hardware** [6]: Training DL models requires intensive computing resources. For example, many matrix operations occur in the backward propagation, which consists of a huge amount of floating point operations. As GPUs have way more numbers of cores than CPUs, GPUs are often used for running DL training processes due to their ability to process multiple operations in parallel. However, executing floating point calculation in parallel becomes a source of non-determinism since the results of floating-point operations are sensitive to computation orders due to rounding errors [33, 56]. In addition, GPU specific libraries (e.g., CUDA [4] and cuDNN [27]) by default auto-select the optimal primitive operations based on comparing different algorithms of operations during runtime (i.e., the auto-tuning feature). However, the comparison results might be non-deterministic due to issues like floating point computation mentioned above [14, 56]. These sources of non-determinism from hardware need to be controlled in order to construct reproducible DL models. Case-by-case solutions have been proposed to tackle specific issues. For example, both Pytorch [55] and TensorFlow [22] provide configurations on disabling the auto-tuning feature. Unfortunately, none of these techniques have been empirically validated in literature. Furthermore, there is still a lack of a general technique which can work across different software frameworks.

- **Lack of systematic guidelines** [56]: Various checklists and documentation frameworks [19, 30, 53] have been proposed on asset management to support DL reproducibility. There are generally four types of assets to manage in machine learning (ML) in order to achieve model reproducibility: resources (e.g., dataset and environment), software (e.g., source code), metadata (e.g., dependencies), and execution data (e.g., execution results) [43]. However, prior work [23, 25, 43] shows these assets should not be managed with the same toolsets (e.g., Git) used for source code [23]. Hence, new version management tools (e.g., DVC [12] and MLflow [1]) are specifically designed for managing ML assets. However, even by adopting the techniques and suggestions mentioned above, DL models cannot be fully reproduced [56] due to problems mentioned in the above two challenges. A systematic guideline is needed for both researchers and practitioners in order to construct reproducible DL models.

To address the above challenges, in this paper, we have proposed a systematic approach towards training reproducible DL models. Our approach includes a set of rigorously defined evaluation criteria, a record-and-replay-based technique for mitigating randomness in software, and a profile-and-patch-based technique for mitigating non-determinism from hardware. We have also provided a systematic guideline for DL model reproducibility based on our experience on applying our approach across different DL models. Case studies on six popular open source and one commercial DL models show that our approach can successfully reproduce the studied DL models (i.e., the trained models achieve the exact same results under the evaluation criteria). To facilitate reproducibility of our study, we provide a replication package [21], which consists of the implementation of open source DL models, our tool, and the experimental results. In summary, our paper makes the following contributions:

- Although there are previous research work which aimed at reproducible DL models (e.g., [50, 56]), to the authors’ knowledge, our approach is the first systematic approach which can achieve reproducible DL models during the training process. Case study results show that all the studied DL models can be successfully reproduced by leveraging our approach.
- Compared to existing practices for controlling randomness in the software (a.k.a., presetting random seeds [5, 56]), our record-and-replay-based technique is non-intrusive and incurs minimal disruption on the existing DL development process.
- Compared to the previous approach on verifying model reproducibility [56], our proposed evaluation criteria has two advantages: (1) it is more general, as it covers multiple domains (Classification and Regression tasks), and (2) it is more rigorous, as it evaluates multiple criteria, which includes not only the evaluation results on the testing dataset, but also the consistency of the training process.

**Paper Organization.** Section 2 provides background information associated with DL model reproducibility. Section 3 describes the details of our systematic approach to training reproducible DL models. Section 4 presents the evaluation of our approach. Section 5 discusses the experiences and lessons learned from applying our approach. Section 6 presents our guideline. Section 7 describes the threats to validity of our study and Section 8 concludes our paper.

## 2 BACKGROUND AND RELATED WORK

In this section, we describe the background and the related work associated with constructing reproducible DL models.

### 2.1 The Need for Reproducible DL models

Several terms have been used in existing literature to discuss the concepts of reproducibility in research and practice [5, 14, 17, 19, 40, 50, 56, 57]. We follow the similar definitions used in [56, 57], where a particular piece of work is considered as reproducible, if the same data, same code, and same analysis lead to the same results or conclusions. On the other hand, replicable research refers to that different data (from the same distribution of the original data) combined with same code and analysis result in similar results. In this paper, we focus on the reproducibility of DL models during the training process. The same training process requires the exact same setup, which includes the same source code (including training scripts and configurations), the same training and testing data, and the same environment.

Training reproducible DL models is essential in both research and practice. On one hand, it facilitates the open science movement by enabling researchers to easily reproduce the same results. Open science movement [66, 67] promotes sharing research assets in a transparent way, so that the quality of research manuscripts can be checked and improved. On the other hand, many companies are also integrating the cutting-edge DL research into their products. Having reproducible DL models would greatly benefit the product development process. For example, if a DL model is reproducible, the testing and debugging processes would be much easier.
as the problematic behavior can be consistently reproduced [18]. In addition, many DL-based applications now require regulatory compliance and are subject to rigorous auditing processes [13]. It is vital that the behavior of the DL models constructed during the auditing process closely matches with that of the released version [2].

2.2 Current State of Reproducible DL Models

2.2.1 Reproducibility crisis. In 2018, Huston [41] mentioned it is very difficult to verify many claims published in research papers due to the lack of code and the sensitivity of training conditions (a.k.a., the reproducibility crisis in AI). Similarly, Gundersen and Kjensmo [37] surveyed 400 research papers from IJCAI and AAAI and found that only 6% of papers provided experiment code. Similarly, in software engineering research, Liu et al. [50] surveyed 93 SE research papers which leveraged DL techniques and only 10.8% of research discussed reproducibility related issues. Isdahl and Gundersen [44] surveyed 13 state of the art ML platforms and found the popular ML platforms provided by well-known companies have poor support for reproducibility, especially in terms of data. Instead of verifying and reporting the reproducibility of different research work, we focus on proposing a new approach which can construct reproducible DL models.

2.2.2 Efforts towards improving reproducibility. Various efforts have been devoted to improve the reproducibility of DL models:

(E1) Controlling Randomness from software. Liu et al. [50] found that the randomness in software could impact the reproducibility of DL models and only a few studies (e.g., [28, 36, 40]) reported using preset seeds to control the randomness. Similarly, Pham et al. [56] found that by controlling randomness in software, the performance variances in trained DL models decrease significantly. Sugimura and Hartl [64] mentioned that a random seed needs to be set as a hyperparameter prior to training for reproducibility. Determined.AI [5], a company that focuses on providing services for DL model training, also supports setting seeds for reproducing DL experiments. However, none of the prior studies discussed how to properly set seeds or the performance impact of different set of seeds. Compared to presetting random seeds, our record-and-replay-based technique to control the randomness in the software is non-intrusive and incurs minimal disruption on the existing DL development.

(E2) Mitigating non-determinism in the hardware. Pham et al. [56] discussed using environment variables to mitigate non-determinism caused by floating point rounding error and parallel computation. Jooybar et al [45] designed a new GPU architecture for deterministic operations. However, there has been a lack of thorough assessment of the proposed solutions. In addition, our approach mainly focuses on mitigating non-determinism on common hardware instead of proposing new hardware design.

(E3) Existing guidelines and best practices. To address the reproducibility crisis mentioned above, major AI conferences such as NeurIPS, ICML, and AAAI hold reproducibility workshops and advocate researchers to independently verify the results of published research papers as reproducibility challenges. Various documentation frameworks for DL models [30, 53] or checklists [19] have been proposed recently. These documentations specify the required information and artifacts (e.g., datasets, code, and experimental results) that are needed to reproduce DL models. Similarly, Ghanta et al [32] investigated AI reproducibility in production, where they mentioned many factors need to be considered to achieve reproducibility such as pipeline configuration and input data. Tatman et al. [65] indicated that high reproducibility is achieved by managing code, data, and environment. They suggest in order to reach the highest reproducibility, the runtime environment should be provided as hosting services, containers, or VMs. Sugimura and Hartl [64] built an end-to-end reproducible ML pipeline which focuses on data, feature, model, and software environment provenance. In our study, we mainly focus on model training with the assumption that the code, data, and environment should be consistent across repeated training processes. However, even with consistent assets mentioned above, it is still challenging to achieve reproducibility due to the lack of tool support and negligence of certain sources of non-determinism [32, 44, 48, 56, 58, 63, 65].

2.3 Industrial Assessment

Huawei is a large IT company, which provides many products and services relying on AI-based components. To ensure the quality, trustworthiness, transparency, and traceability of the products, practitioners in Huawei have been investigating approaches to training reproducible DL models. We worked closely with 20 practitioners, who are either software developers or ML scientists with Ph.D degrees. Their tasks are to prototype DL models and/or productionalize DL models. We first presented the current research and practices on verifying and achieving reproducibility in DL models. Then we conducted a two hour long semi-formal interview with these practitioners to gather their opinions on whether the existing work can help them address their DL model reproducibility issues in practice. We summarized their opinions below:

Randomness in the Software: Practitioners are aware that currently the most effective approach to control the randomness in the software is to set seeds prior to training. However, they are reluctant to adopt such practice due to the following two reasons: (1) a variety of usage context: for example, in software testing, they would like to reserve the randomness so that more issues can be exposed. However, after the issue is identified, they find it difficult to reproduce the same issue in the next run. Setting seeds cannot meet their needs in this context. (2) Sub-optimal performance: DL models often require fine-tuning to reach the best performance. Currently, the DL training relies on certain levels of randomness to avoid local optimums. Setting seeds may have negative impacts on the model performance. Although tools like AutoML [42] have been recently widely adopted for selecting the optimal hyperparameters, there are no existing techniques which incorporate random seeds as part of their tuning or searching processes.

Non-determinism in the Hardware: There are research and grey literature (e.g., technical documentations [14], blog posts [15]) describing techniques to mitigate the non-determinism in hardware or proposing new hardware architecture [45]. However, in an industrial context, adopting new hardware architecture is impractical due to the additional costs and the lack of evaluation and support. In addition, the mentioned approaches (e.g., setting environment variables) are not extensively evaluated on the effectiveness and
overhead. Hence, a systematic empirical study is needed before applying such techniques in practices.

**Reproducibility Guidelines**: They have already applied best practices to manage the assets (e.g., code and data) used during training processes by employing data and experiment management tools. However, they found the DL models are still not reproducible. In addition, they mentioned that existing techniques in this area does not cover all of their use cases. For example, existing evaluation criteria for DL model reproducibility works for classification tasks (e.g., [56]), but not for regression tasks, which are the usage contexts for many DL models within Huawei. Hence, they prefer a systematic guideline which standardizes many of these best practices across various sources and usage context so that they can promote and enforce them within their organizations.

Inspired by the above feedback, we believe it is worthwhile to propose a systematic approach towards training reproducible DL models. We will describe our approach in details in the next section.

## 3 OUR APPROACH

Here we describe our systematic approach towards reproducing DL models. Section 3.1 provides an overview of our approach. Section 3.2 to 3.6 explain each phase in detail with a running example.

### 3.1 Overview

There are different stages in the DL workflow [23]. The focus of our paper is training reproducible DL models. Hence, we assume the datasets and extracted features are already available and can be retrieved in a consistent manner.

Figure 1 presents the overview of our approach, which consists of five phases. (1) **During the Conducting initial training phase**, we prepare the training environment and conduct the training process twice to generate two DL models: `Model_{target}` and `Model_{repr}`. (2) **During the Verifying model reproducibility phase**, the two DL models from the previous phase are evaluated on a set of criteria to check if they yield the same results. If yes, `Model_{target}` is reproducible and the process is completed. We also will update the reproducibility guideline if there are any new mitigation strategies that have been introduced during this process. If not, we will proceed to the next phase. (3) **During the Profiling and diagnosing phase**, the system calls and function calls are profiled. Such data is used to diagnose and identify the root causes behind non-reproducibility. (4) **During the Updating phase**, to mitigate newly identified sources of non-determinism, the system calls that need to be intercepted by the record-and-replay technique are updated and the non-deterministic operations due to hardware are patched. (5) **During the Record-and-replay phase**, the system calls, which introduce randomness during training, are first recorded and then replayed. Two DL models, `Model_{target}` and `Model_{repr}`, are updated with the DL models during the recording and replaying steps, respectively. These two updated DL models are verified again in Phase 2. This process is repeated until we have a reproducible DL model.

To ease explanation, in the rest of the section, we will describe our approach using LeNet-5 as our running example. LeNet-5 [47] is a popular open source DL model used for image classification. The dataset used for training and evaluation is MNIST [9], which consists of a set of 60,000 images for training, 10,000 images for testing. Each image is assigned a label representing the handwritten digits from 0 to 9.

### 3.2 Phase 1 - Conducting initial training

The objective of this phase is to train two DL models under the same experimental setup. This phase can be further broken down into the following three steps:

**Step 1 - Setting up the experimental environment.** In this step, we set up the experimental environment, which includes downloading and configuring the following experimental assets: the dataset(s), the source code for the DL model, and the runtime environment based on the required software dependencies and the hardware specifications [43]. Generally the experimental assets are recorded in documents like research papers, reproducibility checklist [19], or model cards [53] and data sheets [30]. For our running example, documents are from research papers [47, 56]. The code for LeNet-5 is adapted from a popular open source repository [49], and the MNIST dataset is downloaded from [9]. We further split the dataset into three parts: training, validation, and testing similar to the prior work [56]. In particular, we split the 10,000 images in testing into 7,500 images and 2,500 images. The 7,500 images are used for validation in the training process, and the 2,500 images are used to evaluate the final model, which are not exposed to the training process. We deploy the following runtime environment: for the software dependencies, we use Python 3.6 with TensorFlow 1.14 GPU version. For the hardware specification, we use a SUSE Linux Enterprise Server 12 machine with a Tesla-P100-16GB GPU. The GPU related libraries are CUDA 10.0.130 and CuDNN 7.5.1.

**Step 2 - Training the target DL model.** In this step, we invoke the training scripts to generate the target DL model, called `Model_{target}`. During the training process, we collect the following set of metrics: loss values, the training epochs, and the training time. This set of metrics is called `ProcessMetrics_{target}`. In our running example, we invoke the training scripts for LeNet-5 to construct the DL model and record its metrics.

**Step 3 - Verifying assets and retraining.** In this step, we first verify whether the experimental assets are consistent with the information provided in step 1. There are many approaches to verifying the experimental assets. For example, to verify the dataset(s), we check if the SHA-1 checksum is consistent. To verify the software environment, we check the software dependency versions by reusing the same environment (e.g., docker, VM) or simply checking all the installed software packages by commands like `pip list`. Once the assets are verified, we perform the same training process as step 2 to generate another DL model, named as `Model_{repr}`. We also record the same set of metrics, called as `ProcessMetrics_{repr}`, during the training process. The two DL models along with the recorded set of metrics will be used in the next phase for verifying model reproducibility. In our running example, we reuse the same experimental environment without modifying the source code and the datasets to ensure the asset consistency. Then we repeat the training process to collect the second LeNet-5 model and its metrics.
3.3 Phase 2 - Verifying model reproducibility

The objective of this phase is to verify if the current training process is reproducible by comparing the two DL models against a set of evaluation criteria. This phase consists of the following three steps:

Step 1 - Verifying the reproducibility of the training results. In this step, we evaluate the two DL models, Model_target and Model_repro, on the same testing dataset. Depending on the tasks, we use different evaluation metrics:

- **Classification tasks**: For classification tasks, we evaluate three metrics: the overall accuracy, per-class accuracy, and the prediction results on the testing dataset. Consider the total number of instances in testing datasets is $N_{test}$. The number of correctly labeled instances is $N_{correct}$. For label $i$, the number of instances are $N_{test}$. The correctly labeled instances of label $i$ is $N_{correct}$. Hence, the overall accuracy is calculated as: $\text{Overall accuracy} = \frac{N_{correct}}{N_{test}}$.

- **Per-class accuracy (label $i$) = $\frac{N_{correct}}{N_{test}}$.** In addition, we collect the prediction results for every instance in the testing dataset.

- **Regression tasks**: For regression tasks, we evaluate the Mean Absolute Error (MAE). The total number of instances in the testing dataset is $N_{test}$. Consider for each instance, the true observed value is $X_i$ and the predicted value is $Y_i$. MAE is calculated as: $\text{MAE} = \frac{1}{N_{test}} \sum_{i=1}^{N_{test}} |Y_i - X_i|$. These metrics are called as EvaluationMetrics_target and EvaluationMetrics_repro for these two models, respectively. In our running example, we use evaluation metrics for classification tasks as LeNet-5 is used for image classification.

Step 2 - Verifying the reproducibility of the training process. In this step, we compare the collected metrics for Model_target and Model_repro (i.e., EvaluationMetrics_target vs. EvaluationMetrics_repro and ProcessMetrics_target vs. ProcessMetrics_repro) by a Python script. For evaluation metrics, we check if EvaluationMetrics_target and EvaluationMetrics_repro are exactly identical. For process metrics, we check if the loss values during each epoch, and the number of epochs are the same.

Step 3 - Reporting the results. A DL model is reproducible if both the evaluation metrics and the process metrics are identical (except for the training time). If the DL models are not reproducible, we move on to the next phase.

In our running example, the two DL models emit different evaluation metrics. The overall accuracy for the two models are 99.16% and 98.64%, respectively. For per-class accuracy, the maximum absolute differences could be as large as 2.3%. Among the 2,500 prediction results, 48 of them are inconsistent. None of the loss values during the epochs are the same. The total number of training epochs are 50 as it is pre-configured. This result shows that the two DL models are not reproducible. Hence, we proceed to the next phase.

3.4 Phase 3 - Profiling and diagnosing

The objective of this phase is to identify the rationales on why the DL models are not reproducible through analysis of the profiled results. The output of this phase is a list of system calls that introduce software-related randomness and a list of library calls that introduce hardware related non-determinism. This phase consists of the following four steps:

Step 1 - Profiling. This step is further divided into two sub-steps based on the type of data, which is profiled:

- **Step 1.1 - Profiling system calls**: After inspecting the documentation and the source code of the DL frameworks, we have found that the randomness from software can be traced to the underlying system calls. For example, in TensorFlow, the random number generator is controlled by a special file (e.g., /dev/urandom) in the Linux environment. When a random number is needed in the training, the kernel will invoke a system call to query /dev/urandom for a sequence of random bytes. The sequence of random bytes is then used by the random generation algorithm (e.g., the Philox algorithm [60]) to generate the actual random number used in the training process.

- **Step 1.2 - Profiling library calls**: To mitigate the sources of non-determinism in the hardware, popular DL frameworks start to provide environment variables to enhance reproducibility. For example, in TensorFlow 2.1 and above, setting the environment variable
TF_CUDNN_DETERMINISTIC to be “true” could indicate the cuDNN libraries to disable the auto-tuning feature and use the deterministic operations instead of non-deterministic ones. However, there are still many functions that could introduce non-determinism even after the environment variable is set. In addition, lower versions of TensorFlow (e.g., 1.14), which does not support such configuration, are still widely used in practice. To address this issue, Nvidia has released an open source repository [15] to document the root causes of the non-deterministic functions and is currently working on providing patches for various versions of TensorFlow. Not all the operations could be made deterministic and ongoing efforts are being made [17]. Hence, to diagnose the sources of non-determinism in the hardware, we perform function level profiling to check if any of the functions are deemed as non-deterministic. Different from profiling the system calls, which extracts call information at the kernel level, the goal of profiling the library calls is to extract all the invoked function calls at framework level (e.g., tensorflow.shape).

In our running example, we repeat the training process of LeNet-5 with the profiling tools. We use `strace` to profile the list of system calls invoked during the training process. `strace` exposes the interactions between processes and the system libraries and lists all the invoked system calls. We use `cProfile`, a C-based profiling tool, to gather the list of invoked functions at the framework level.

**Step 2 - Diagnosing sources of randomness.** In this step, we analyze the recorded data from `strace` to identify the set of system calls which can contribute to software-related randomness. We consult with the documentation of system calls and identify the list of system calls, which causes randomness. This list varies depending on the versions of the operating systems. For example, the system call `getrandom` is only used in later version of Linux kernel (version 3.17 and after). Prior to 3.17, only `/dev/urandom` is used. Hence, we have to not only search for the list of randomness introducing system calls in the `strace` data, but also checking if the function parameters contain “/dev/urandom”. Figure 2(a) shows a snippet of the sample outputs from `strace` in our running example. Each line corresponds to one system call. For example, line 10 shows that the program from `/usr/bin/python3` is executed with the script `mnist_lenet_5.py` and the return value is 0. The system call recorded at line 20 reads from “/dev/urandom”, and system call (getrandom) recorded at line 51 is also invoked. Both of the two system calls introduce software-related randomness.

**Step 3 - Diagnosing sources of non-determinism in hardware.** In this step, we cross-check with the Nvidia documentation [15] to see if any of the library functions invoked during the training process triggers the non-determinism functions at the hardware layer. If such functions exist, we check if there is a corresponding patch provided. If no such patch exists, we will document the unsupported non-deterministic operations and finish the current process. If the patch exists, we will move on to the next phase. Figure 2(b) shows a snippet of the sample outputs of `cProfile` for our running example. The functions `softmax`, `weights`, `bias_add` are invoked 3, 101, and 2 times, respectively. We find that `bias_add` leverages the CUDA implementation of `atomicAdd()`, which is commonly used in matrix operations. The behavior of `atomicAdd()` is non-deterministic because of the order of parallel computations is undetermined.

![Figure 2: Sample output snippets from `strace` and `cProfile`.](image)

which causes rounding error in floating point calculation [15, 56]. The other function calls do not trigger non-deterministic behavior.

**3.5 Phase 4 - Updating**

In this phase, we update our mitigation strategies based on the diagnosis results from the previous phase. This phase can be further broken down into two steps:

**Step 1 - Updating the list of system calls for recording.** For the randomness introducing functions, we will add them into the list of intercepted system calls for our record-and-replay technique, so that the return values of the relevant system calls can be successfully recorded (described in the next phase). In our running example, we will add the invocation of reading `/dev/urandom` and `getrandom` into the list of intercepted system calls to mitigate randomness in the software.

**Step 2 - Applying the right patches for non-deterministic library calls.** For the non-deterministic functions related to hardware, we check if there are existing patches that address such problems and integrate them into the training scripts. In our running example, after checking the documentation from the Nvidia repository [15], we found one patch, which replaces `bias_add` calls with `_patch_bias_add`. We then integrated the patch to the source code of the training scripts by adding these two lines of code: from `tfdeterminism import patch and patch()`. In this way, during the subsequent training process of LeNet-5, the non-deterministic functions will be replaced with the deterministic alternatives.

**3.6 Phase 5 - Record-and-Replay**

As explained in Section 2, presetting random seeds is not preferred by practitioners due to various drawbacks. There are libraries (e.g., numpy) which support the recording and replaying of random states through explicit API calls. However, this method is also intrusive and would incur additional costs we described before. More importantly, mainstream DL frameworks such as TensorFlow and PyTorch do not provide such functionality. Hence, we propose a record-and-replay technique (overview shown in Figure 3) to address these challenges. This phase has two steps:
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Datasets

Setup  # of Labels  Task
CIFAR-10 [3]  10  Classification
G1-G10
G1-G5
Regression
G1-G5

We also replace the DL model and the process metrics generated in this step.

Figure 3: Our record-and-replay technique.

Step 1 - Recording. In this step, we record the random values returned by system calls during the training process. We will run the identical training process as in Phase 1 with the our recording technique enabled. We leverage the API hook mechanism to intercept the system calls by pointing the environment variable LD_PRELOAD to our self-implemented dynamic library. It tells the dynamic loaders to look up symbols in the dynamic library defined in LD_PRELOAD first. The functions of the dynamic library will be first loaded into the address space of the process. Our dynamic library implements a list of functions which have the same symbols of the randomness introducing system calls in the system libraries. These self-implemented functions will be loaded first and invoked the actual randomness introducing system calls to get the returned random bytes. The sequences of random bytes emitted by the system calls are then recorded into an user-defined object. These objects are then serialized and written into files called the random profile. We replace Model\textsubscript{target} and ProcessMetrics\textsubscript{target} with the DL model and the process metrics generated in this step.

In our running example, two types of system calls are intercepted (i.e., get\_random and the read of /dev/urandom) and the return values are successfully recorded. The outputted random profile is stored at a pre-defined path in the local file system called urandom.conf and get\_random.conf. For the process-related metrics, we collect the loss values for each epoch (e.g., the loss value of the first epoch is 1.062), the training time (106.9 seconds), and the number of training epochs (50).

Step 2 - Replaying. In this step, we repeat the same training process as the previous step while replaying the random values stored in the random profile by leveraging the API hook mechanism. As shown in Figure 3, our dynamic library will search for existing random profile. If such random profile exists, the recorded random bytes are used to replace the random bytes returned by the system calls. We also replace Model\textsubscript{repro} and ProcessMetrics\textsubscript{repro} with the DL model and the process metrics generated in this step. In our running example, we compare the execution logs between our recording and replaying steps and verify that the same set of random numbers are generated in these two steps.

Once this phase is completed, the two updated DL models are sent to Phase 2 for verifying their reproducibility again. This process is repeated until the DL model is shown to be reproducible or we find certain sources of non-determinism that currently do not have existing solutions. For example, the function tf\_sparse, sparse\_dem\_matmul is noted in [15] that no solution has been released yet. The reasons for non-reproducibility should be included in the documentations along with released DL models.

Table 1: The DL models used in our case study.

<table>
<thead>
<tr>
<th>Models</th>
<th>Datasets</th>
<th># of Labels</th>
<th>Setup</th>
<th>Task</th>
</tr>
</thead>
<tbody>
<tr>
<td>LeNet-1 [47]</td>
<td>MNIST [9]</td>
<td>10</td>
<td>All</td>
<td>Classification</td>
</tr>
<tr>
<td>LeNet-4 [47]</td>
<td>CIFAR-10 [3]</td>
<td>10</td>
<td>All</td>
<td>Classification</td>
</tr>
<tr>
<td>WRN-28-10 [69]</td>
<td>WRN-28-10 [69]</td>
<td>100</td>
<td>G1-G5</td>
<td>Regression</td>
</tr>
<tr>
<td>ModelX</td>
<td>Dataset X</td>
<td>100</td>
<td>G1-G5</td>
<td>Regression</td>
</tr>
</tbody>
</table>

In our running example, in terms of Model\textsubscript{repro} and Model\textsubscript{target}, EvaluationMetrics\textsubscript{repro} and EvaluationMetrics\textsubscript{target} are identical (i.e., overall accuracy, the per-class accuracy, and prediction results on the testing datasets of two DL models are identical). Except for the training time, the ProcessMetrics\textsubscript{repro} and ProcessMetrics\textsubscript{target} are also identical. In conclusion, we consider the trained LeNet-5 models to be reproducible.

4 RESULTS

In this section, we evaluate our approach against open source and commercial DL models. Section 4.1 describes our case study setup. Section 4.2 presents the analysis of our evaluation results.

4.1 Case Study Setup

We have selected six commonly studied Computer Vision (CV) related DL models similar to prior studies [35, 38, 51, 52, 56]. The implementations of these models are adapted from a popular open source repository used by prior studies [35, 38, 49, 52].

Table 1 shows the details about the studied datasets and the models. The studied models are LeNet-1, LeNet-4, LeNet-5, ResNet-38, ResNet-56, and WRN-28-10. These models mainly leverage the Convolutional Neural Network (CNN) as their neural network architectures. We use popular open source datasets like MNIST, CIFAR-10, and CIFAR-100. The models and datasets have been widely studied and evaluated in prior SE research [31, 38, 51, 52]. For models in LeNet family, we train for 50 epochs. For models in ResNet family and WRN-28-10, we train for 200 epochs [56].

We also study ModelX used in a commercial system from Huawei. ModelX is a LSTM-based DL model used to forecast energy usages. ModelX is trained with the early-stopping mechanism and the epochs are not deterministic. The training process will automatically stop when the loss values have not improved for 5 epochs. The maximum number of epochs in the training is set to be 50. ModelX uses proprietary time-series data as their training and testing datasets and is deployed in systems, which are used by tens of millions of customers. Due to the company policy and review standards, we cannot disclose the detail design of the DL model. The implementation of other open source models is disclosed in our replication package [21].

For both open source and commercial models, we perform the training processes with different setups. In total, we have 16 different setups listed in Table 2:

- First, there are two general groups of setups, CPU-based and GPU-based, to assess whether our approach can address different sources of hardware-related non-determinism. For CPU-based
Table 2: The information of all the experiment setups. R & R represents Record-and-Replay.

<table>
<thead>
<tr>
<th>ID</th>
<th>Hardware</th>
<th>Software</th>
<th>Seed</th>
<th>R &amp; R</th>
<th>Patch</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>CPU</td>
<td>TF1.14</td>
<td>-</td>
<td>Yes</td>
<td>-</td>
</tr>
<tr>
<td>C2</td>
<td>CPU</td>
<td>TF1.14</td>
<td>Yes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>C3</td>
<td>CPU</td>
<td>TF1.14</td>
<td>Yes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>C4</td>
<td>CPU</td>
<td>None</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>C5</td>
<td>CPU</td>
<td>TF2.1</td>
<td>Yes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>C6</td>
<td>CPU</td>
<td>None</td>
<td>-</td>
<td>Yes</td>
<td>-</td>
</tr>
<tr>
<td>G1</td>
<td>GPU</td>
<td>TF1.14</td>
<td>-</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>G2</td>
<td>GPU</td>
<td>TF1.14</td>
<td>Yes</td>
<td>-</td>
<td>Yes</td>
</tr>
<tr>
<td>G3</td>
<td>GPU</td>
<td>TF1.14</td>
<td>Yes</td>
<td>Yes</td>
<td>-</td>
</tr>
<tr>
<td>G4</td>
<td>GPU</td>
<td>TF2.1</td>
<td>-</td>
<td>Yes</td>
<td>-</td>
</tr>
<tr>
<td>G5</td>
<td>GPU</td>
<td>TF2.1</td>
<td>Yes</td>
<td>Yes</td>
<td>-</td>
</tr>
<tr>
<td>G6</td>
<td>GPU</td>
<td>None</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>G7</td>
<td>GPU</td>
<td>None</td>
<td>Yes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>G8</td>
<td>GPU</td>
<td>TF2.1</td>
<td>Yes</td>
<td>Yes</td>
<td>-</td>
</tr>
<tr>
<td>G9</td>
<td>GPU</td>
<td>None</td>
<td>Yes</td>
<td>Yes</td>
<td>-</td>
</tr>
<tr>
<td>G10</td>
<td>GPU</td>
<td>None</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

experiments (i.e., C1 - C6), we only train the models of the LeNet family and ResNet family, as the training for WRN-28-10 and the commercial project takes extremely long time (longer than a week) and not practical to use in field. For GPU-based experiments (i.e., G1 - G10), we conduct experiments on training all the aforementioned models. The CPU used for the experiments is Intel(R) Xeon(R) Gold 6278C CPU with 16 cores and the GPU we use is Tesla-P100-16GB. The GPU related libraries are (CUDA 10.0.130 and cuDNN 7.5.1), and (CUDA 10.1 and cuDNN 7.6) for TensorFlow 1.14 and TensorFlow 2.1, respectively. We use two sets of hardware related libraries due to compatibility issues mentioned in the official TensorFlow documentation [16].

- Then, within the same hardware setup, we also conduct experiments by varying the software versions. For open source models, we use both TensorFlow 1.14 and TensorFlow 2.1. We choose to carry out our experiments on these two TensorFlow versions as major changes [8] have been made from TensorFlow 1.X to TensorFlow 2.X and there are still many models which use either or both versions. Hence, we want to verify if our approach can work with both versions. For ModelX, we only use TensorFlow 1.14 as it currently only supports the TensorFlow 1.X APIs.

- For CPU-based experiments in a particular software version (e.g., TensorFlow 1.14), we have three setups: C1 is to run the training process without setting seeds and without enabling the record-and-replay technique. C2 is to run the training with seeds, whereas C3 is to run the training with record-and-replay enabled. For GPU-based experiments in a particular software version (e.g., TensorFlow 1.14), we have five setups: G1 and G2 are similar to C1 and C2. G3 is to run the experiments with patching only to evaluate the variance related to software randomness. G4 and G5 are both running with patches, but configured with either setting seeds or enabling record-and-replay, respectively.

- For each setup, we run the experiments 16 times similar to a prior study [56]. The training dataset is split into batches and fed into the training process; the validation dataset is used for evaluating the losses during training; and the testing dataset is used for evaluating the final models. In other words, the training and validation dataset are known to the trained DL models, while the testing data is completely new to the model to mimic the realistic field assessment.

We further divide the 16 runs of DL experiments into 8 pairs, each of which consists of two runs. We then compare the evaluation metrics from each pair of runs to verify reproducibility. For the setups with random seeds configured, we choose 8 most commonly used random seeds for each pair (e.g., 0 and 42) [10]. We collect the process and evaluation metrics as described in Section 3.3.

In addition, for each experiment, we also collect the running time for each of the above experiment to assess the runtime overhead incurred by our approach. We only focus on the experiments conducted on GPU, as GPU-based experiments are executed on a physical machine. CPU-based experiments are conducted on a virtual machine in the cloud environment, which can introduce large variances caused by the underlying cloud platform [62]. For example, comparing the time of G1 and G3 could reveal the performance impact on enabling determinstic patch for GPU. Comparing the time of G3 and G5 could reveal the overhead introduced through record-and-replay technique. To statistically compare the time differences, we perform the non-parametric Wilcoxon rank-sum test (WSR). To assess the magnitude of the time differences among different setups, we also calculate the effect size using Cliff’s Delta [59].

Finally, as our approach also stores additional data (e.g., the recorded random profile during the store-and-replay phase), we evaluate the storage overhead brought by our approach by comparing the size of DL models with the size of random profiles.

4.2 Evaluation Analysis and Results

Here we evaluate if the studied models are reproducible after applying our approach. Then we study the time and storage overhead associated with our approach.

**Reproducibility by applying our approach.** The results show that, the six open source models can be successfully reproduced by applying our approach with default settings. In other words, all the predictions are consistent between the target model and the reproduced model. The default record-and-replay technique intercepts two types of randomness introducing system calls (i.e., the read of /dev/urandom and getrandom). The default patch is the version 0.3.0 of tensorflow-determinism released in PyPI for TensorFlow 1.14. For TensorFlow 2.1, we need to set the environment variable TF_CUDNN_DETERMINISTIC to "true". The results demonstrate the effectiveness of our approach on training reproducible DL models.

Unfortunately, ModelX under such default setup cannot be reproduced. While applying our approach, during the profiling and diagnosing phase, we found one library function (unsort_ted_segment_sum) invoked from ModelX, which cannot be mitigated by the default patch. We carefully examined the solutions described in [15] and discovered an experimental patch that could resolve this issue. We applied the experimental patch along with the record-and-replay technique and are able to achieve reproducibility for ModelX, i.e., all the predictions are consistent.

**Overhead.** We evaluate the overall time overhead incurred by our approach by comparing training time between the setup without
seed, record-and-replay, and patch against the setup with record-and-replay and patch (a.k.a., our approach). We only compare the training time among open source models, as ModelX adopts the early-stopping mechanism as described above (Section 4.1). As shown in Table 3, training takes longer when applying our approach than the setups without. This is mainly because patched functions adopt deterministic operations, which do not leverage operations (e.g., atomicAdd) that support parallel computation. The time overhead ranges from 24% to 114% in our experiments. Although our approach makes training on GPU slower, compared with training on CPUs, training on GPU with our approach is still much faster (e.g., training WRN-28-10 on CPU takes more than 7 days). We further evaluate the time overhead brought by patching and record-and-replay alone. We compare the setup with patching enabled against the setups without it (e.g., G1 vs. G3). We also compare the setup with record-and-replay, patching enabled with the setup with patching only (e.g., G3 vs. G5). The results show that the record-and-replay technique does not introduce statistical significant overhead ($p-value > 0.05$). In other words, patching is the main reason that our approach introduces the time overhead.

Table 3: Comparing the time and storage overhead. Time(O) represents the average training time (in hours) for original setup, and Time(R) represents the average training time (in hours) for the setup using our approach (Time(R)). The time is italicized if $p$-value is <0.001 and the effect size is large with (*). RP represents for Random Profile.

<table>
<thead>
<tr>
<th>Model</th>
<th>Time(O)/Time(R)</th>
<th>Model Size</th>
<th>RP Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>LeNet-1</td>
<td>0.017/0.023 (*)</td>
<td>35 KB</td>
<td>13 KB</td>
</tr>
<tr>
<td>LeNet-4</td>
<td>0.019/0.027 (*)</td>
<td>224 KB</td>
<td>13 KB</td>
</tr>
<tr>
<td>LeNet-5</td>
<td>0.021/0.028 (*)</td>
<td>267 KB</td>
<td>13 KB</td>
</tr>
<tr>
<td>ResNet-38</td>
<td>1.243/1.561 (*)</td>
<td>4.8 MB</td>
<td>13 KB</td>
</tr>
<tr>
<td>ResNet-56</td>
<td>1.752/2.179 (*)</td>
<td>7.6 MB</td>
<td>13 KB</td>
</tr>
<tr>
<td>WRN-28-10</td>
<td>7.08/14.979 (*)</td>
<td>279 MB</td>
<td>13 KB</td>
</tr>
<tr>
<td>ModelX</td>
<td>-</td>
<td>675 KB</td>
<td>38 KB</td>
</tr>
</tbody>
</table>

Table 3 also shows the average size of trained DL models and the random profiles. The absolute storage sizes of the random profile are very small, ranging between 13 KB to 38 KB depending on the DL models. Compared to the size of the model, the biggest model is WRN-28-10 (279 MB). The random profile is only 0.005% of the model in terms of the size. When the model is less complex (e.g., LeNet-1), the additional cost becomes more prominent. In LeNet-1, the random profile incurs 37% additional storage. However, the total storage size when combining the model and the random profile for LetNet-1 is less than 50 KB, which is acceptable under most of the use cases.

**Summary:** Case study results show that our approach can successfully reproduce all the studied DL models. Patching (i.e., replace non-deterministic operations from hardware with deterministic ones) incurs large time overhead as the trade-off for ensuring deterministic behavior. The record-and-replay technique does not incur additional time overhead in the training process with very small additional storage sizes.

## 5 DISCUSSIONS

In this section, we conduct the variance analysis and discuss the lessons learnt when applying our approach.

### 5.1 Variance Analysis

To measure the variances introduced by different sources of non-determinism, we compare the evaluation metrics among different setups. Such analysis demonstrates the variances between our approach with the state-of-the-art techniques towards reproducing DL models. For example, variances caused by software are analyzed by comparing the evaluation metrics between each pair in G3, where patching is enabled to eliminate hardware non-determinism (i.e., the approach proposed by [15]). To measure the variances caused by hardware, we compare the evaluation metrics between each pair in G2 or G7, where the random seeds are preset to eliminate software randomness (i.e., the approach proposed by [56]). In addition to measuring the software variance and hardware variance, which result from applying two state-of-the-art techniques, we also show the variances incurred from the original setup with no preset seed, record-and-replay not enabled, and patching not enabled. The results of our approach, which incurs zero variances, are also listed in the table.

The detailed results are shown in Table 4. We only include the results for the six open source projects due to confidentiality reasons. Three evaluation metrics are used: overall accuracy, per-class accuracy, and the consistency of predictions. For each type of metric, we calculate the maximum differences and the standard deviations of the differences.

For example, for ResNet-38, the largest variance of overall accuracy in the original setup is 2.0%, while the largest variances introduced by software randomness and hardware non-determinism are 1.4% and 1.2%, respectively. For per-class accuracy, the largest variance in the original setup is 10.1%, while the largest variances introduced by software randomness and hardware non-determinism are 6.8% and 4.9%. For predictions, the largest number of inconsistent predictions in the original setup is 219, while the largest number of inconsistent predictions caused by software randomness and hardware non-determinism are 216 and 209, respectively.

In summary, the variances caused by software are generally larger than those caused by hardware, yet the variances caused by hardware are not negligible and need to be controlled in order to train reproducible DL models. The results demonstrate the importance and effectiveness of applying our approach for training reproducible DL models, as our approach is the only one that does not introduce any variances.

### 5.2 Generalizability in other DL frameworks

Other than the DL framework studied in Section 4.2, we have also applied our approach on another popular DL framework, PyTorch. Experiment results show that for common models such as LeNet-5 and ResNet-56 with PyTorch version 1.7, our approach can work out of the box. In the future, we also plan to experiment our approach on more DL frameworks and more DL models across different tasks.
Table 4: Comparing variances between our approach and the state-of-the-art techniques. Software variance refers to the technique for only controlling hardware non-determinism [15]. Hardware variance refers to the technique for only controlling software randomness [56]. Original variance refers to the variance caused by the original setup.

<table>
<thead>
<tr>
<th></th>
<th>Our Variance</th>
<th>Software Variance</th>
<th>Hardware Variance</th>
<th>Original Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Diff</td>
<td>SDev</td>
<td>Diff</td>
<td>SDev</td>
</tr>
<tr>
<td>Overall acc.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LeNet1</td>
<td>0</td>
<td>0</td>
<td>0.8%</td>
<td>0.2%</td>
</tr>
<tr>
<td>LeNet4</td>
<td>0</td>
<td>0</td>
<td>0.7%</td>
<td>0.1%</td>
</tr>
<tr>
<td>LeNet5</td>
<td>0</td>
<td>0</td>
<td>0.5%</td>
<td>0.1%</td>
</tr>
<tr>
<td>ResNet38</td>
<td>0</td>
<td>0</td>
<td>1.4%</td>
<td>0.3%</td>
</tr>
<tr>
<td>ResNet56</td>
<td>0</td>
<td>0</td>
<td>1.2%</td>
<td>0.3%</td>
</tr>
<tr>
<td>WRN-28-10</td>
<td>0</td>
<td>0</td>
<td>1.4%</td>
<td>0.4%</td>
</tr>
<tr>
<td>Per-class acc.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LeNet1</td>
<td>0</td>
<td>0</td>
<td>3.7%</td>
<td>0.8%</td>
</tr>
<tr>
<td>LeNet4</td>
<td>0</td>
<td>0</td>
<td>1.7%</td>
<td>0.3%</td>
</tr>
<tr>
<td>LeNet5</td>
<td>0</td>
<td>0</td>
<td>2.3%</td>
<td>0.4%</td>
</tr>
<tr>
<td>ResNet38</td>
<td>0</td>
<td>0</td>
<td>6.8%</td>
<td>1.2%</td>
</tr>
<tr>
<td>ResNet56</td>
<td>0</td>
<td>0</td>
<td>6.8%</td>
<td>1.1%</td>
</tr>
<tr>
<td>WRN-28-10</td>
<td>0</td>
<td>0</td>
<td>35.0%</td>
<td>5.0%</td>
</tr>
<tr>
<td>Predictions</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LeNet1</td>
<td>48</td>
<td>14.1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>LeNet4</td>
<td>31</td>
<td>3.8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>LeNet5</td>
<td>28</td>
<td>3.5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ResNet38</td>
<td>216</td>
<td>10.1</td>
<td>209</td>
<td>11.3</td>
</tr>
<tr>
<td>ResNet56</td>
<td>198</td>
<td>8.6</td>
<td>188</td>
<td>8.8</td>
</tr>
<tr>
<td>WRN-28-10</td>
<td>485</td>
<td>18.0</td>
<td>453</td>
<td>12.3</td>
</tr>
</tbody>
</table>

5.3 Documentations on DL Models
Mitchell et al. [53] proposed Model Cards to document ML models. A typical model card includes nine sections (e.g., Model Details and Intended Use), each of which contains a list of relevant information. For example, in the Model Details section, it suggests that the “Information about training algorithms, parameters, fairness constraints or other applied approaches, and features” should be accompanied with released models. Such a practice would help other researchers or practitioners to evaluate if the models can be reproduced. However, the current practice would still miss certain details. We share our experience below to demonstrate this point.

TensorFlow and Keras are two of the most widely used DL frameworks. Keras is a set of high level APIs designed for simplicity and usability for both software engineers and DL researchers, while TensorFlow offers more low level operations and is more flexible to design and implement complex network structures. There are two ways of using Keras and TensorFlow in DL training. The first way is to import Keras and TensorFlow separately by first calling `import keras` and then verify if the backend of Keras is TensorFlow. If yes, TensorFlow can be imported by `import tensorflow`. This way is referred to as `Keras_first`. The second way is to directly use the Keras API within TensorFlow by first importing TensorFlow. Then we use another import statement from `tensorflow import keras`. This way is referred to as `TF_first`. We conduct experiments to evaluate if the two different usage of APIs have an impact on training reproducible DL models. As a result, the following findings are presented:

- When training on CPUs, using `Keras_first` will lead to unreproducible results even after mitigating all the sources of non-determinism. This issue can be reproduced by using various Keras versions from 2.2.2 to 2.2.5. On the contrary, using `TF_first` with the same setting will yield reproducible results. This issue does not exist in training on GPUs.
- While training with Keras version 2.3.0 and above, we are able to reproduce the results both for `Keras_first` and `TF_first` using our approach. However, the DL models trained using `Keras_first` and `TF_first` are not consistent with each other.

Both findings have been submitted as issue reports to the official Keras development team who suggested us to use newer versions of Keras instead [7, 20]. The findings highlight that not only the versions of dependencies, but also how the dependent software packages are used can impact the reproducibility of DL models. Unfortunately, existing DL model documentation frameworks like Model cards [53] do not specify how the software dependencies should be described. Hence, we suggest ML practitioners look into the approach adopted for traditional software projects like software bills of materials (SBOM) [68] for rigorously specifying software dependencies.

6 GUIDELINE
In this section, we propose a guideline for researchers and practitioners who are interested in constructing reproducible DL models. Our guideline consists of five steps:

1. Use documentation frameworks such as Model Cards to document the details such as model training. Consider leveraging SBOM to document software dependencies. Ensure the documentation co-evolves with the model development process.
2. Use asset management tools such as DVC [12] and MLflow [1] to manage the experimental assets used during training process. To mitigate the risks of introducing non-determinism from
assets, we suggest using virtualization techniques to provide a complete runtime environment.

(3) Use and document the appropriate evaluation criteria depending on the domain of the DL models. Some of these metrics (e.g., evaluation metrics) may be domain specific, whereas other metrics (e.g., process metrics) are general.

(4) Randomness in the software and non-determinism from hardware are two of the main challenges preventing the reproducibility of DL models. Use record-and-replay technique to mitigate sources of randomness in the software when presetting seed is not preferred. Use patching to mitigate the non-determinism from hardware if the overhead is acceptable.

(5) If DL models are still not reproducible by applying our approach, double check if the list of system calls which introduce randomness changes or if the deterministic operations are not currently supported by the hardware libraries. Document the unsupported non-deterministic operations and search for alternative operations on the same operation.

7 THREATS TO VALIDITY

External Validity. Currently, we focus on DL training using Python along with TensorFlow and Keras framework under Linux. We are currently working on extending our approach to support DL models developed in other DL frameworks and additional operating systems. In addition, we have applied our approaches on two popular domains of DL: classification and regression tasks. We plan to investigate other tasks such as Natural Language Processing and Reinforcement Learning. GPUs and CPUs are common and widely adopted hardware for DL training. Hence, in this paper, we choose to focus on evaluating the DL training on GPUs and CPUs. However, DL training on other hardware such as TPU and edge devices also might encounter reproducibility issues. We believe the idea of our approach can be applied in these contexts as well. Future work is welcomed to extend our approach to different platforms.

Internal Validity. When measuring the variances incurred by different sources of non-determinism, we control the other confounding factors to ensure internal validity. For example, when measuring the overall accuracy variance caused by randomness in software, we only compare the runs with patching enabled and with the same dependencies. In addition, in our evaluation, we repeat the model training process for at least 16 times for each setup to observe the impact of different non-deterministic factors.

Construct Validity. The implementation code for the DL models used in our case studies has been carefully reviewed by previous researchers [35, 38, 52, 56]. Our record-and-replay technique for controlling the software factors work when low level random functions are dynamically linked and invoked.

8 CONCLUSIONS

Reproducibility is a rising concern in AI, especially in DL. Prior research and practice mainly focus on mitigating the sources of non-determinism separately without a systematic approach and thorough evaluation. In this paper, we propose a systematic approach to reproducing DL models through controlling the software and hardware non-determinism. Case studies on six open source and one commercial DL models show that all the models can be successfully reproduced by leveraging our approach. In addition, we present a guideline for training reproducible DL models and describe some of the lessons learned based on our experience of applying our approach in practice. Last, we provide a replication package [21] to facilitate reproducibility of our study.
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