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Abstract
We present a sketch-based interface for animating virtual face models. Our approach first converts an input sketch
into a set of strokes (curves). Each stroke is automatically associated with a facial element, such as eyes and
mouth, and then compared against a set of template curves. The degree of similarity between input strokes and a
template element defines the weights for a blendshape-based facial model. Shape and curve matching is performed
using a combination of distance functions and similarity metrics, such as the Fréchet distance, modified Hausdorff
distance and a simple Euclidean scheme.
Our approach can be used for the fast-prototyping of facial expressions in production as well as educational
applications.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism—Animation; I.3.6 [Computer Graphics]: Methodology and Techniques—Interaction Tech-
niques.

1. Introduction

Sketching is a powerful tool used by animators and graphic
artists to concretely capture their visions. Computer tools,
on the other hand, are often at odds with such artistic vi-
sion and require artists to manually tweak numerous at-
tributes in order to achieve desired results. Facial animation
exposes this limitation more than other applications. Typ-
ically a large number of parameters is needed to provide
users with enough flexibility to produce convincing results.
We propose a method that simplifies facial animation by al-
lowing users to control facial expressions directly by means
of sketches.

2. Previous Work

Sketch-based interfaces are studied extensively in the litera-
ture and find applications in a variety of contexts within the
realm of computer graphics. The pioneering work by Suther-
Land [Sut88] established the field by building an electrome-
chanical device for CAD applications. Sutherland intro-
duced a scheme for constraint satisfaction that inspired our
development of classifiers. Igarashi [IMT99] developed a
sketch-based interface for modeling rotund objects. Among
other things, he suggests interesting solutions for analyz-
ing and interpreting freeform drawings. More recently, Van

De Panne [TBvdP04] introduced an interface for specify-
ing character animation with cursive strokes. Li also pro-
posed an alternative application for stylizing existing mo-
tions. However, the paper that more closely relates to our
work [YSvdP05] is an interfaces for modeling parameter-
ized objects.

3. Approach

The user first needs to draw the actual sketch. The only re-
quirement is that the sketch includes the stroke that repre-
sents the head. This is needed for the system to analyze the
proportions of the face in a consistent manner. When the
drawing is committed, few image processing operations are
used to segment the sketch and isolate individual strokes.
A stroke for us is formally defined as being any element of
the drawing that can be fully described with a single closed
polygon. For any given stroke we compute several descrip-
tors, such as its position with respect to the head, its size,
and its polygonal contour. This process is meant to provide
a consistent representation of any given sketch regardless of
how the sketch was created or imported in the program. Our
problem space is hence fully defined by a finite set of strokes
with their associated properties.

The analysis of the sketch is performed in two steps.
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Figure 1: Sketches and the corresponding 3D Models (shown in pairs).

Firstly, the overall number of strokes to be considered is re-
duced and only relevant strokes are retained. We call this the
classification stage. Secondly, the shape of the strokes that
are classified successfully is compared against a given set of
templates. A user-defined mapping exists between templates
and animation blend shapes; therefore if a good matching is
found between a stroke and a template, the corresponding
blend shape is selected for the final animation. Simple com-
position of the blend shapes produces a facial expression that
resembles the input sketch. The face can then be animated by
varying the corresponding weights on the blend shapes. One
important consideration is that the animator does not need to
understand or tweak these weights explicitly, which is gen-
erally a rather tedious task. Instead he or she can focus on
drawing the intermediate facial expressions that define the
animation.

The classification stage improves our approach in many
ways. The user can draw as many or as few strokes as de-
sired and the program will still be able to produce pleasing
results within reasonable bounds. This is due to the fact that
classifiers can silently discard strokes that are not considered
useful for the analysis. Classification also makes the analysis
more robust and improves performance, since fewer shapes
need to be matched later in the pipeline. We devised a novel
approach for the classification. We defined a set of simple
functions called evaluators than quantify some specific prop-
erty of one or more strokes, such as position size, aspect ra-
tio, or symmetry. Every evaluator returns a score from zero
to one that quantifies how well a stroke satisfies a given cri-
terion. For every evaluator a threshold is defined; if a stroke
produces a score below the threshold, it is simply rejected
for that criterion. A classifier is an object defined by a set of
evaluators and corresponding thresholds. Classifiers are de-
fined for all the strokes that we need to consider for further
processing (e.g. eyes, eye brows, mouth, etc.). The classifica-
tion is then performed by evaluating every subset of strokes
in the sketch with the evaluators. Every classifier will choose
the stroke that produces the best scores for its corresponding
evaluators. Of course, ambiguities may arise in the classifi-
cation of strokes; in which cases further criteria can be used
to refine the analysis and resolve the ambiguity. As an exam-
ple, if we are able to uniquely identify the stroke correspond-
ing to the nose, we can resolve the ambiguity between eyes
and eyebrows by specifying that the eyes lie directly above
the nose. The strength of this method is that it mirrors how

humans evaluate the characteristics of a drawing – propor-
tions, shape, and balance. As a result, the classification tends
to produce answers that are visually sound. Notice also that
the use of thresholds also enables the classifiers to rejects
strokes that do not satisfy the desired criteria. We employ a
combination of widely accepted and robust metrics to match
strokes with template curves, such as the Hausdorff and the
Frechet distance. Simple heuristics are used to improve the
matching and select which metric to use among the ones that
are available.
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