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Abstract. Speech disorders are common in children and adults. For a
number of these individuals, traditional speech therapy will not be suc-
cessful, leaving them unable to (or poorly able) to communicate through
speech. By combining recent advances in motion tracking technology
with state of the art interactive gaming technology, we aim to develop a
novel clinical tool that can potentially overcome the shortcomings of tra-
ditional methods. There is strong evidence that entertaining and clever
visualizations not only can provide necessary augmented feedback to
facilitate motor skill acquisition but, also, can be very engaging and
effective teaching tools. For the first time, we want to explore the practi-
cally infinite possibilities for interactive visualizations of game engines in
speech rehabilitation focused on the tongue, the primary articulator, and
develop a commercial grade clinical rehabilitation tool with full security,
reporting, and data management abilities.

1 Introduction

Speech disorders are relatively common (e.g., 5% of children have a speech dis-
order in the first grade due to variety of medical conditions; 25% of people who
suffer a stroke will have a speech disorder). For 10-15% of these individuals, tra-
ditional speech therapy is not successful, leaving them unable (or poorly able) to
communicate through speech. To address clinical needs of these populations, new
technology-based therapeutic interventions are needed. And even for patients
who demonstrate recovery with traditional therapy over time, new interventions
can expedite the treatment, minimizing social, emotional and economic burden
on the patient, the clinician, and the health care system as a whole.

Speech impairments often arise due to difficulties controlling and coordinating
the tongue — the most important speech (and swallowing) organ, but which is
hidden. In current practice, clients perform repetitive speech articulation drills
under clinician supervision. The clinician judges the client’s tongue movements
by listening to his or her speech and provides instructive feedback, most of-
ten solely based on auditory information, in order to guide the client’s tongue
placement in subsequent iterations. There are several challenges, however:

– The clinicians may be unable to determine the tongue’s movement through
listening alone.
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– The client may be unable to execute the targeted movement (i.e., in the
typical instance, an individual relies on auditory, proprioceptive and tactile
feedback during movement execution; however, for individuals with neuro-
logical impairment, these feedback mechanisms are often impaired).

There is a mounting body of evidence that augmented visual computer-based
feedback techniques can contribute toward speech and language learning out-
comes (e.g., see [1] for a summary). However, definitive evidence has been elu-
sive, due, in part, to a host of methodological challenges. Some prior systems
have made use of game-like formats, such as Visci et al’s Box of Tricks [2]. Mech-
anisms of game play (e.g., the use of rewards and the structuring of difficulty
into successive, progressive levels) have been shown to mitigate the negative im-
pacts of demotivation, which often arises in therapeutic domains that required
repetitive drills, such as speech therapy. Serious games, as they are often called,
have been used for a wide range of educational activities ranging from teaching
math and physics to high-school children, to training medical personnel, first
responders and military units. For example, [3] shows how a computer game can
help with social skill development.

In this paper, we are presenting work in progress towards developing a com-
puter game system for speech rehabilitation. We describe a prototype of the
system that can track the movement of a patient’s tongue in real time and that
uses the traces to control on-screen gaming elements whose behaviour relays use-
ful feedback to the patient. Our system, initially, will target adult patients who
have experienced stroke, but we hypothesize that the approach is generalizable
to other populations of clients who have tongue impairments which result in
articulatory and swallowing abnormalities.

Our system integrates two state-of-the-art enabling technologies: the Wave
tracking system and the Unity Game Engine. The Wave system — recently
developed by Northern Digital Inc., Waterloo, Canada — is capable of tracking
a patients tongue and other speech articulators in the oral cavity with sub-
millimeter accuracy [4]. The Unity Game Engine allows us to easily prototype
high quality computer games, whose elements can be controlled by the Wave
system’s motion trackers.

Our system makes use of visual scenes of game scenarios (e.g., a bee flying
over flowers), as opposed to those which are based on anatomical models of the
vocal tract which have previously been employed (e.g., ARTUR [1], Baldi [5]).
We hypothesize that these non-anatomical game-like scenes will evoke a better
behavioural response from the users than the scenes that are based on the use of
anatomical models, which can be difficult and non-intuitive for non-specialists.

The remainder of the paper is organized as follows. Section 2 describes relevant
work in speech therapy and human interaction. Section 3 discusses augmented
visual feedback and its benefits to speech therapy. Our framework and its main
components are described in Section 4. Initial experiments that showcase the po-
tential of interactive visualization for treatment of speech disorders are presented
in Section 5. A discussion of the challenges and future directions are presented
in Section 6.
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2 Background

The lingual movements during speech are largely hidden, and speakers typically
are unaware of precise actions of the tongue during speaking. Immediate and
continuous visual augmented feedback regarding the accuracy of speech move-
ments is expected to help speakers to relearn the sound articulation and/or to
learn adaptive strategies, resulting in improved speech.

Visual information is an essential component of speech processing by hu-
mans. A wealth of developmental literature suggests the importance of visual
cues for infants acquiring speech [6]. The availability of a visual channel (i.e.,
face, head and even tongue movements) during communication significantly im-
proves speech intelligibility [7,8]. Visual information has been successfully used
in various speech treatments of voice and nasal resonance (see reviews in [9,10]).
Movement-based techniques focused on the tongue, however, are not well devel-
oped or commonly used in speech therapy. Movement-based augmented feedback
has been shown to be highly effective in neuromotor rehabilitation in the limb
system [11,12]. Recent studies of limb motor control showed that visual informa-
tion was important for improving the success rate of movements and decreasing
variability near the end of the movement [13,14].

Considerable technological development has been required in order for aug-
mented visual feedback to be implemented as a practical rehabilitation tool for
the tongue. Current options for the sensing of lingual articulation include elec-
tropalatography (EPG, Articulate Instruments, UK) and electromagnetic artic-
ulography (2D EMA, Carstens Medzinelectronic, Germany). Both systems are
well-developed and very sophisticated [15,16]; however, they have disadvantages
for clinical use with patients with motor speech disorders. The EPG system re-
quires the use of an artificial palate (typically an acrylic plate in which a sensor
array has been embedded), which significantly alters sensory feedback during
training. The palate needs to be custom-built for each patient, adding inconve-
nience and expense. The 2D EMA that has been used in the past requires the
use of a heavy helmet; this is not ideal for clinical populations with generalized
muscle weakness. A recently-developed 3D model does not make use of a heavy
helmet, yet is still relatively difficult to use, as it requires extensive calibration
and specialized training. A new technique for sensing lingual articulation has
recently become available, however. The Wave system (Northern Digital Inc.,
Waterloo, Canada) is capable of tracking a patients tongue and other speech ar-
ticulators in the oral cavity with sub-millimeter accuracy [4]. The Wave system
has the advantage of being minimally invasive (e.g., its ultra-small 3mm sensors
are mounted inside the oral cavity using dental adhesive) and user friendly. (See
section 4.1 for further illustration.) This device has great potential to become a
standard clinical tool for speech therapy.

3 Augmented Visual Feedback

Our system offers two layers of user feedback: (1) synchronous feedback that
is provided during game play, implemented by the responsivity of the game
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elements to the actions of the game controller (the client’s own tongue), and (2)
“task completion” feedback, which conveys the degree to which the speech task
was completed successfully. One of our system’s distinguishing features is with re-
spect to the first type of feedback. Systems used in other computer-aided speech
domains, such as Computer Aided Language Learning (CALL) and Computer
Aided Pronunciation Training (CAPT), do not typically have access to real-time
kinematic data and thus must make use of acoustic-to-articulatory inferencing
instead. This inferencing process entails reverse-engineering the articulation of
the vocal tract (or at least the positions of the most salient articulators) from
an acoustic source. The challenges of acoustic-to-articulatory inversion are well
established, and many promising techniques have been developed (e.g., see [17]).
However, the fact remains that, in present forms of computer-based feedback,
the accuracy of information about the shape of the articulatory track is subject
to noise. Moreover, this information is not available in real-time, since it is the
product of computationally expensive algorithms. In turn, these factors (noise,
latency) are unavoidably propagated into the corrective feedback that the system
provides to the user.

Our hypothesis is that our system, which is based on real-time tongue mo-
tion data and employs mechanisms of computer game play, will have multiple
benefits for patients. In particular, we hypothesize that the system will elicit a
heightened and clinically-relevant level of embodied interaction — that is, the
system will leverage the user’s experience from a realm of abstraction and ideas
to a realm of salient bodily experience [18]. Salience of training is a key principle
in neural plasticity for rehabilitation in speech motor control [19]. In addition,
we hypothesize that several factors (such as the immediacy of feedback and the
intuitiveness of the gaming scenarios) will converge so as to elicit higher levels
of motivation that are sustained longer than traditional modes of therapy. The
possibilities that such a system offers give rise to very interesting research ques-
tions. In particular we are trying to set the foundation for answering important
questions such as what is the right kind of feedback for speech therapy patients?
Is a first person view more effective that a third person view? Is a competitive
scenario more effective than a cooperative one?

4 Framework

We have designed a framework to enable the rapid development of interactive
games for speech rehabilitation. Our framework is based on the integration of
a game engine with the Wave motion tracking system. The Wave system is
responsible for real-time tracking of the sensors attached on a patient’s tongue.
The collected measurements are streamed into our middle-layer, which processes
the motion data and generates movement instructions for game objects. These
instructions are then sent to the game engine, which renders the visualization
on the patient’s display.

The architecture of the framework, presented in Figure 1, consists of the
following components:
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Fig. 1. Overview of our framework

– Clinician User Interface (UI): A module that allows a clinician to con-
figure a training session, select a particular game from game library, input
patient information and set the parameters of the recording session. It also
allows clinicians to review recorded sessions.

– Middle Layer:
• Unity Plug-in: The game engine driver and the main interface between
the middle-layer and the Unity game engine.

• Wave Filter: A series of filters that transform and clean the raw motion
data into usable control signals.

• Dispatcher: A module that is responsible for distributing high level
data between the middle-layer components and the external network
client (i.e. the clinician).

• Data Layer: A module that implements the main database operations
for storing traces, recorded sessions, and patient–related information.

• Abstract Game Engine: A layer that serves to make the framework
game engine independent from the other middle-layer modules.

• Configuration: A module that configures each session on the basis on
the parameters set by the clinician.

• Recorder: A module that records each training session and stores its
relevant data in the main database.

• Player: A module that affords replay of any previously recorded session
that is stored in the main database.

– Unity 3D (External Game Engine): The game engine (commercially-
provided).
• Unity Communication: An abstraction of the communication with
our middle layer.

• Unity Agent: A module that translates between the gaming instruc-
tions in the abstract game engine’s format and the Unity3D scripts.

– Wave System: Sensor system (commercially-provided).
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4.1 Motion Tracking

The Wave system [4] is an electromagnetic device designed to collect position
of 5 and 6 degrees of freedom (DOF) sensors in a 30 × 30 × 30cm field. The
average error obtained with Wave (including the head correction procedure)
was reported at < 0.5 mm in the 300 mm3 field volume [4]. Error of this size
is acceptable in other articulo-graphic devices (see result of an assessment of
the EMA system in [20]). When sensors are attached to the tongue, jaw, and
lips, their movements can be tracked relative to the head. The Wave system in-
cludes a digital probe with a 6DOF sensor located at its tip. The probe can
be used to trace any surface that is located within the recording field, e.g.
the hard palate. Real-time visualization of the sensors allows on-line monitor-
ing of the procedures, including positioning of the subject’s head in the cen-
ter of the tracking field. Wave collects movement data at 100, 200 or 400 Hz
and outputs positional (x, y, z) and orientation data (quaternion) at each time
sample.

Work completed by our collaborative team has recently established the va-
lidity of using the probe to derive an accurate model of the palate [21]; this
will be a key aspect for tongue trajectory rehabilitation that involves modelling
contact with the palate (e.g., recovery of the ability to produce certain classes
of consonants).

Figure 2 shows a patient with a single sensor attached to his tongue and his
head next to the Wave system’s tracking mechanism. This is the set up we use
for our initial experiments.

Fig. 2. The wave system and one of its sensors attached to a person’s tongue
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4.2 Unity Game Engine

Unity3D is a sophisticated tool for developing high quality interactive computer
games [22]. It offers all the necessary components so that anyone with basic
programming skills can quickly prototype complex interactive games. Among
its most impressive features is its ability to automatically compile and deploy
a game in different platforms, such as PCs, mobile phones and web-browsers.
Unity offers a powerful scripting interface that supports Javascript, Boo and
C# under the free license, as well as a plugin API in C++ exclusively available
with the commercial license. Unity offers effective and clean interfaces through
which developers can connect data streaming devices, game controllers and ex-
ternal processes, locally or through a network. Furthermore, there is a large
development community around Unity that has created an impressive amount
of content and assets that are publicly available. For these reasons, we have de-
cided to build our current prototype framework based on Unity. However, there
are other game engines that one could use for this purpose. The abstract game
engine module (see Figure 1) allows our framework to use any game engine that
is similar to Unity3D.

5 Usage and Initial Experiments

Our system is used as follows: the client is given a set of repetitive speech exer-
cises, such as to produce a particular speech sound ten times. Each time the client
produces the speech sound, his or her performance animates the game scenario.
A correct speech production has an analog in the game-world that corresponds
to the correct completion of a task in the game world. In effect, the client uses his
or her speech apparatus as the game controller, and the game play is scaffolded
by the speech language pathologist (SLP) implementing a clinical protocol for
speech rehabilitation. The following sections present initial experiments towards
creating simple gaming scenarios for such use.

5.1 Neutral Feedback

A proof-of-concept prototype was developed in which the user controlled the
vertical location of a wooden plank using the motion of his tongue, Figure 3.
In this particular game scenario, the wooden plank was placed on a deformable
red ball. Lowering the tongue lifts the plank, whereas raising the tongue lowers
the plank. The system currently provides two views: the first-person view that
is achieved by positioning a virtual camera on the plank, and third-person view
that is acheived with the simulated camera positioned above and to the right
of the plank. For the sake of illustration, a close-up of the screen is shown in
Figure 4. Unity3D provides the simulated dynamics along with a simple interface
to create multiple cameras and split views.
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Fig. 3. Neutral feedback: A simulated wooden plank, resting on a flexible red ball,
rises and lowers following the movement of a patient’s tongue. The main image on the
screen shows the first-person and third-person perspective simultaneously.

Fig. 4. A patient’s views: first-person view in fullscreen, and third-person view in the
inset in the upper left corner

5.2 Success/Failure Feedback

In the subsequent iteration of our system, the main game scenario provides a
cartoon-looking bee avatar, which the game player controls in order to land on
flowers and collect pollen. Figure 5 shows snapshots of the prototype environment
that we developed for this experiment.
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Fig. 5. Snapshots from the bee game showing a two-frame sequence of a user success-
fully guiding the bee onto the flower using his or her tongue (in each of two perspec-
tives). The frames on the top illustrate the third-person view; the frames on the bottom
illustrate an over-the-shoulder first-person view with cartoon shading.
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In this version, a patient uses his or her tongue to guide the bee along the
cardinal directions. Basic tongue motion is an element of the early phases of re-
habilitation post-stroke. Each successful task completion earns the user points.
The clinician can tailor the game to the specific abilities and needs of each pa-
tient. For example, the game can be simplified to allow only lateral movement
(the patient just moves the bee up and down, or left and right), or it can be
enhanced with the addition of obstacles (around which the bee must manoeu-
vre) and/or “enemy” characters, such as spiders (which can be autonomous or
clinician-controlled). In the experiment shown in Figure 5, the user has success-
fully moved the bee from its initial position down onto the flower. Two sets
of frames are shown, in each of the first-person and third-person views, which
showcases the ability of the game engine to easily customize the look and feel of
a game.

6 Discussion

We have presented work in progress towards developing a computer gaming
framework for speech rehabilitation. To our knowledge, this is the first attempt
to bring together both real-time kinematic tracking of the speech articulators and
the well-established power and appeal of gaming to the realm of speech rehabili-
tation. This combination of state-of-the-art technologies opens up many exciting
possibilities, which must be explored pragmatically, as there remain many im-
portant open research questions about the characteristics of effective feedback
mechanisms and about eliciting salient experience through user interaction. Our
immediate next steps are to investigate the following issues:

– Impact of view: To what degree does view (i.e., first-person vs third-person)
impact the elicitation of experiences that are effective for rehabilitation? If
first-person view brings about stronger treatment effects (as we hypothesize),
is the embodiment in interaction the explanatory mechanism?

– Role and nature of competition: Individual task scenarios will require pa-
tients to complete a goal-oriented task using their tongue. The elicitation
of target tongue trajectories will be presented visually, using tasks such as
asking the user to correctly position a visual element or hitting a particu-
lar target within the game scenario. Competitive scenarios can implement
progressive levels of challenge for patients as they improve and can be im-
plemented via gaming AI approaches (with input from clinicians). Which
aspects of competition are most salient to avoiding demotivation? Which
aspects of competition are most salient for invoking and maintaining the
targeted speech behaviour (correct articulation)? To what extent, if any, do
the goals of demotivation avoidance and behaviour modification conflict?

To answer these questions, we plan to employ both qualitative and quantita-
tive user study methodologies in a population of adult stroke patients and their
clinicians. Our long-term goal is to evaluate the relative efficacy of the different
views and different competition modes using a variety of measures, including
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behavioural outcomes (i.e., the progress of patients toward clinical goals) and
subjective measures (e.g., through questionnaires and interviews with the pa-
tients and clinicians).
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