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Abstract

This paper describes an application framework to per-

form high quality upsampling on depth maps captured from

a low-resolution and noisy 3D time-of-flight (3D-ToF) cam-

era that has been coupled with a high-resolution RGB cam-

era. Our framework is inspired by recent work that uses

nonlocal means filtering to regularize depth maps in order

to maintain fine detail and structure. Our framework ex-

tends this regularization with an additional edge weighting

scheme based on several image features based on the ad-

ditional high-resolution RGB input. Quantitative and qual-

itative results show that our method outperforms existing

approaches for 3D-ToF upsampling. We describe the com-

plete process for this system, including device calibration,

scene warping for input alignment, and even how the results

can be further processed using simple user markup.

1. Introduction

Active 3D time-of-flight (3D-ToF) cameras are becom-

ing a popular alternative to stereo-based range sensors.

Such 3D-ToF cameras use active sensing to capture 3D

range data at frame-rate as a per-pixel depth. A light source

from the camera emits a near-infrared wave which is then

reflected by the scene and is captured by a dedicated sen-

sor. Depending on the distance of the objects in the scene,

the captured light wave is delayed in phase compared to

the original emitted light wave. By measuring the phase

delay, the distance at each pixel can be estimated. The res-

olution of the depth map captured by 3D-ToF cameras is

relatively low; typically less then 1/4th the resolution of a

standard definition video camera. In addition, the captured

depth maps are often corrupted by significant amounts of

noise.

The goal of this paper is to estimate a high quality high-

resolution depth map from the 3D-ToF through upsampling

in the face of sensor noise. To aid this procedure, an aux-

iliary high-resolution conventional camera is coupled with

∗The first and the second authors provided equal contributions to this

work.
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Figure 1. (a) Low-resolution depth map (enlarged using nearest

neighbor upsampling), (b) high-resolution RGB image, (c) result

from [19], (d) our result. User scribble areas (blue) and the addi-

tional depth sample (red) are highlighted. The dark areas in (c) are

the areas without depth samples after registration. Full resolution

comparisons are provided in the supplemental materials.

the 3D-ToF camera to synchronously capture the scene. Re-

lated work [19, 4, 7] also using coupled device setups for

depth map upsampling have focused primarily on image fil-

tering techniques such as joint bilateral filtering [8, 12] or

variations. Such filtering techniques can often over smooth

results, especially in areas of fine structure.

We formulate the depth map upsampling problem using

constrained optimization. Our approach is inspired by the

recent success of nonlocal means regularization for depth

map construction from depth-from-defocus [9]. In particu-

lar, we describe how to formulate the problem into a least-

squares optimization that combines nonlocal means regu-

larization together with an edge weighting scheme that fur-

ther reenforces fine details. We also employ scene warping

to better align the low-resolution imagery to the auxiliary

camera input. While this work is more applied in nature,

the result is a system that is able to produce high-quality

upsampled depth maps superior in quality to prior work.

In addition, our approach can be easily extended to incor-

porate simple user markup to correct errors along disconti-
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nuity boundaries without explicit image segmentation (e.g.

Figure 1).

2. Related Work

Previous work on depth map upsampling can be clas-

sified as either image fusion techniques that combine the

low-resolution depth map with the high-resolution image or

super-resolution techniques that merge multiple misaligned

low-resolution depth maps. Our approach falls into the

first category of image fusion which is the focus of the re-

lated work presented here. Image fusion approaches assume

there exists a joint occurrence between depth discontinuities

and image edges and that regions of homogenous color have

similar 3D geometry [22, 16]. Representative image fusion

approaches include [6, 19, 4, 7]. In [6], Diebel and Thrun

performed upsampling using an MRF formulation with the

data term computed from the depth map and weights of the

smoothness terms between estimated high-resolution depth

samples derived from the high-resolution image. Yang et

al. [19] used joint bilateral filtering [8, 12] to interpolate

the high-resolution depth values. Since filtering can often

over smooth the interpolated depth values, especially along

the depth discontinuity boundaries, they quantized the depth

values into several discrete layers. This work was later ex-

tended by [21] to use a stereo camera for better disconti-

nuity detection in order to avoid over smoothing of depth

boundaries. Chan et al. [4] introduced a noise-aware bi-

lateral filter that decides how to blend between the results

of standard upsampling or joint bilateral filtering depend-

ing on the depth map’s regional statistics. Dolson et al. [7]

also used a joint bilateral filter scheme, however, their ap-

proach includes additional time stamp information to main-

tain temporal coherence for the depth map upsampling in

video sequences.

The advantage of these bilateral filtering techniques is

they can be performed quickly; e.g. Chan et al. [4] reported

near real-time speeds using a GPU implementation. How-

ever, the downside is they involve can still over smooth fine

details. Work by [14] proposed a joint global mode fil-

ter based on global image histograms of the low-resolution

depth and high-resolution image. Our approach is more re-

lated to Diebel and Thrun [6] in that we formulate the prob-

lem using an MRF optimization scheme. However, our ap-

proach incorporates a nonlocal means (NLM) term in the

MRF to help preserve local structure. This additional NLM

term was inspired by the recent work by Favaro [9] which

demonstrated that NLM filtering is useful maintaining fine

details even with noisy input data. Work in [11] has also

used the NLM to fuse the 3D point cloud and 2D image to

enhance the density of 3D points. We also include an addi-

tional weighting scheme based on several image derive fea-

tures to further reinforce the preservation of fine detail. In

addition, we perform a warping step to better align the low-

(a) (b)

Figure 2. (a) Our imaging setup uses a 3D-ToF camera which cap-

tures images at 176 × 144 resolution that is synchronized with a

1280 × 960 resolution RGB camera. (b) Our calibration configu-

ration that uses a planar calibration pattern with holes to allow the

3D-ToF camera to be calibrated.

resolution and high-resolution input. Our experimental re-

sults on ground truth data shows that our application frame-

work can outperform existing techniques for the majority

of scenes with various upsampling factors. Since our goal

is high-quality depth maps, the need for manual cleanup for

machine vision related input is unavoidable. Another ad-

vantage of our approach is that it can easily incorporate user

markup to improve the results.

3. System Setup and Preprocessing

In this section, we describe our system and the prepro-

cessing step to register the 3D-ToF camera and conventional

camera and to perform an initial outlier rejection on the 3D-

ToF input.

3.1. System Configuration

Figure 2(a) shows our hardware configuration consisting

of a 3D-ToF camera and a high-resolution RGB camera. For

the depth camera, we use the SwissRangerTM SR4000 [1]

which captures a 176× 144 depth map. For the RGB cam-

era, we use the Point Grey Research Flea RGB camera with

a resolution of 1280 × 960 pixels. Since the data captured

from the two cameras have slightly different viewpoints, we

need to register the camera according to the depth values

from the low-resolution depth map.

3.2. Depth Map Registration

Let Xd = (X,Y, Z, 1)⊤ be a 3D homogeneous coordi-

nate acquired by the 3D-ToF camera, and xc = (u, v, 1)⊤

be the 2D homogeneous coordinate of the high-resolution

RGB image. We can compute a projection of Xd onto xc

by:

sxc = K
[

R | t
]

Xd, (1)

where s is a scale factor, K is the intrinsic parameters of the

RGB camera, and R and t are the rotation and translation

matrix which describe the rotation and translation of the the

RGB camera and the depth camera with respect to the 3D

world coordinate.



To calibrate the two cameras’ parameters, we use the cal-

ibration method introduced by Zhang [20]. Since the 3D-

ToF camera cannot capture textures, we instead use a pla-

nar calibration pattern consisting of holes for our purpose

(Figure 2(b)). This unique calibration pattern allows us to

detect the positions on the planar surface that are observed

by the 3D-ToF camera. After camera calibration, for any

point, xt, on the low-resolution depth map with depth value

dt, we can compute its corresponding position in the high-

resolution RGB image by the following equation:

sxc = Kc

[

R | t
]

Pt

−1[xt dt 1]T (2)

where Pt is the 4 × 4 projective transformation converting

the world coordinate Xd into the local coordinate of the

3D-ToF camera. We obtain the scaling term s by calcu-

lating the relative resolution between the depth camera and

the RGB camera. Since the depth map from the depth cam-

era is noisy, we impose a neighborhood smoothness regu-

larization using thin-plate splines to forward map the low-

resolution depth map to the high-resolution image.

3.3. Outliers Detection

The depth map from the 3D-ToF camera contains depth

edges that are blurred by mixing the depth values of two dif-

ferent depth layers along depth boundaries. These blurred

depth boundaries are unreliable and should be removed be-

fore upsampling. For each pixel in the low-resolution depth

map, we compare the depth value of a pixel to the local

maximum depth and the local minimum depth within a

small local window (e.g. 9× 9) in the low-resolution depth

map. The contrast between the local maximum and mini-

mum depth determines whether this local window contains

two different depth layer. If the depth value of a pixel is at

the middle of the two depth layers, we consider this pixel

as a boundary pixel. Since the input depth map is noisy, we

use an MRF [3] to clean up the noisy estimation as:

E(l) =
∑

p



Op(l) + λpq

∑

q∈N(p)

Opq(l)



 , (3)

where l ∈ [0, 1] is a map of binary label indicating whether

a pixel is an outlier or not, Op(l) is the data term defined by

the extent of contrast within a small window, Opq(l) is the

smoothness term defined by the Hamming distance between

lp and its neighbor lq. This simple outlier rejection step

is performed on each input frame captured by the 3D-ToF

camera.

4. Optimization Framework

This section describes our optimization framework for

unsampling the low-resolution depth map given the aligned

sparse depth samples and the high-resolution RGB image.

(a) (b)

Figure 3. Comparison of our result without (a) and with (b) the

NLM term. The same weighting scheme proposed in Section 4.2

is used for both (a) and (b). Although the usage of NLM does

not significantly affect the RMS error, it is important in generating

high quality depth maps especially along thin structure elements.

Similar to the previous image fusion approaches [6, 19, 7],

we assume there are co-occurrences of depth boundaries

and image boundaries.

4.1. Objective Function

We define the objective function for depth map upsam-

pling as follows:

E(D) = Ed(D) + λsEs(D) + λNENLM(D) (4)

where Ed(D) is the data term, Es(D) is the neighborhood

smoothness term, and ENLM(D) is a NLM regularization.

The term λs and λN are the relative weights to balance the

energy between the three terms. Note that the smoothness

term and NLM term could be combined into a single term,

however, we keep them separated here for sake of clarity.

Our data term is defined according to the initial sparse

depth map:

Ed(D) =
∑

p∈G

(D(p)−G(p))
2
, (5)

where G is a set of pixels which has the initial depth value.

Our smoothness term is defined as:

Es(D) =
∑

p

∑

q∈N (p)

wpq (D(p)−D(q))
2
, (6)

where N (p) is the first order neighborhood of p, and wpq is

the confidence weighting which will be detailed in the fol-

lowing section. Combining Equation (5) and Equation (6)

forms a quadratic objective function which is similar to the

objective function in [13]. The work in [13] was designed

to propagate sparse color values to a gray high-resolution

image, which is similar in nature to our problem of propa-

gating sparse depth values to the high-resolution RGB im-

age.

The difference between our method and that of [13] is the

definition of wpq . Work in [13] defined wpq using intensity

difference between the first order neighborhood pixels to

preserve discontinuities. We further combine segmentation,

color information, and edge saliency as well as the bicubic
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Figure 4. (a) Low-resolution depth map (enlarged using nearest neighbor upsampling). (b) High-resolution RGB image. (c) Color

segmentation by [17]. (d) Edge saliency map. (e) Guided depth map by using bicubic interpolation of (a). (f) Our upsampling result

without the guided depth map weighting, depth bleeding occurred in highly textured regions. (g) Our upsampling result with guided depth

map weighting. (h) Ground truth. We subsampled the depth value of a dataset from Middlebury to create the synthetic low-resolution depth

map. The magnification factor in this example is 5×. The sum of squared difference(SSD) between (f) and (g) comparing to the ground

truth are 31.66 and 24.62 respectively. Note that the depth bleeding problem in highly textured regions has been improved.

upsampled depth map to define wpq . The reason for this

is that we find the first order neighborhood does not prop-

erly consider the image structure. As the result, propagated

color information in [13] was often prone to bleeding errors

near fine detail. In addition, we include a NLM regulariza-

tion term, which protects the thin structures by allowing the

pixels on the same nonlocal structure to reinforce each other

within a larger neighborhood. We define the NLM regular-

ization term using an anisotropic structural-aware filter [5]:

El(D) =
∑

p

∑

q∈A(p)

κpq (D(p)−D(q))
2
, (7)

where A(p) is a local window (e.g. 11 × 11) in the

high-resolution image, κpq is the weight of the anisotropic

structural-aware filter defined as:

κpq =
1

2

(

exp(−(p− q)TΣ−1
p (p− q))+

exp(−(p− q)TΣ−1
q (p− q))

)

,

Σp =
1

|A|

∑

p′∈A(p)

∇I(p′)∇I(p′)T . (8)

Here, ∇I(p) = {∇xI(p),∇yI(p)}T is the x- and y- im-

age gradient vector at p, and I is the high-resolution color

image. The term Σq is defined similarly to Σp. This

anisotropic structural-aware filter defines how likely p and

q are on the same structure in the high-resolution RGB im-

age, i.e. if p and q are on the same structure, κpq will be

large. This NLM filter essential allows similar pixel to re-

inforce each other even if they are not first-order neighbors.

To maintain the sparsity of the linear system, we remove

neighborhood entries with κpq < t. A comparison of our

approach on the effectiveness of the NLM regularization is

shown in Figure 3.

4.2. Confidence Weighting

In the section, we describe our confidence weighting

scheme for defining the weights wpq in Equation (6). The

value of wpq defines the spatial coherence of neighborhood

pixels. The largerwpq is, the more likely that the two neigh-

borhood pixels having the same depth value. Our confi-

dence weighting is decomposed into four terms based on

color similarities (wc), segmentation (ws), edge saliency

(we), and guided bicubic interpolated depth map (wd).

The color similarity term is defined in the YUV color

space as follows:

wc = exp−(
∑

I∈Y UV

(I(p) − I(q))2

2σ2
I

), (9)

where σI controls the relative sensitivity of the different

color channels.

Our second term is defined based on color segmentation

using the library provided in [17] to segment an image into

super pixels as shown in Figure 4(c). For the neighborhood

pixels that are not within the same super pixel, we give a

penalty term defined as:

ws =

{

1 if Sco(p) = Sco(q)
tse otherwise

(10)

where Sco(·) is the segmentation label, tse is the penalty fac-

tor with its value between 0 and 1. In our implementation,

we empirically set it equal to 0.7.

Inspired by [2], we have also included a weight which

depends on the edge saliency response. Different from the

color similarity term, the edge saliency responses are de-

tected by a set of Gabor filters with different sizes and ori-

entations. The edge saliency map contains image struc-

tures rather than just color differences between neighbor-

hood pixels. We combine the responses of different Ga-

bor filters to form the edge saliency map as shown in Fig-

ure 4(d). Our weighting is computed as:

we =
1

√

sx(p)2 + sx(q)2 + 1
, (11)

where sx(·) is the value of x−axis edge saliency map if p

and q are x−axis neighborhoods.

Allowing the depth values to propagate freely with only

very sparse data constraint can lead to severe depth bleed-

ing. Here, we introduce the guided depth map to resolve
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Figure 5. Depth map refinement via user markup. (a)(d) Color

image of small scale structure. (b)(e) Upsampled depth map before

user correction. The user scribble areas in (b), and the user added

depth samples in (e) are indicated by the yellow lines and dots

respectively. (c)(f) Refined depth maps.

this problem. The guided depth map weighting is similar

to the intensity weighting in a bilateral filter. Since we do

not have a depth sample at each high-resolution pixel loca-

tion, we use bicubic interpolation to obtain the guided depth

map, Dg , as shown in Figure 4(e). Similar to the bilateral

filter, we define the guided depth map weighting as follow:

wd = exp−(
(Dg(p)−Dg(q))

2

2σ2
g

), (12)

Combining the weight defined from Equation (9) to Equa-

tion (13) by multiplication, we obtain the weight wpq =
wswcwewd. Note that except for the edge saliency term, all

the weighting defined in this subsection can be applied to

the weighting κpq via multiplication to the NLM regular-

ization term.

4.3. User Adjustments

Since the goal is high-quality upsampling, it is inevitable

that some depth frames are going to require user touch up,

especially if the data is intended for media related applica-

tions. Our approach allows easy user corrections by direct

manipulation of the weighting term wpq or by adding addi-

tional sparse depth sampling for error corrections.

For the manipulation of the weighting term, we allow

the user to draw scribbles along fuzzy image boundaries,

or along the boundaries where the image contrast is low.

These fuzzy boundaries or low contrast boundaries repre-

sent difficult regions for segmentation and edge saliency

detection. As a result, they cause depth bleeding in the re-

constructed high-resolution depth map as illustrated in Fig-

ure 5(b). Within the scribble areas, we compute an alpha

matte based on the work by Wang et al. [18] for the two

different depth layers. An additional weighting term will

be added according to the estimated alpha values within the

(a) (b) (c)
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Figure 6. A synthetic example for self-evaluation of our weight-

ing term. (a)(b) A synthetic image pair consists of high-resolution

color image and low-resolution depth image. (c) Our 4× upsam-

pled depth map with the combined weighting term. (d) The plot of

PSNR accuracy against the results with the combined weighting

term and the results with each weighting term individually. The

combined weighting term consistently produce the best results un-

der different upsampling scale.

scribble areas. For the two pixels p and q within the scrib-

ble areas, if they belong to the same depth layer, they should

have the same or similar alpha value. Hence, our additional

weighting term for counting the additional depth disconti-

nuity information is defined as:

exp−(
(α(p)− α(q))2

2σ2
α

), (13)

where α(·) is the estimated alpha values within the scribble

areas. Figure 5(c) shows the effects after adding this alpha

weighting term. The scribble areas are indicated by the yel-

low lines in Figure 5(b).

Our second type of user correction allows the user to

draw or remove depth samples on the high-resolution depth

map directly. When adding a depth sample, the user can

simply pick a depth value from the computed depth map

and then assign this depth value to locations where depth

samples are “missing”. After adding the additional depth

samples, our algorithm generates the new depth map using

the new depth samples as a hard constraint in Equation (4).

The second row of Figure 5 shows an example of this user

correction. Note that for image filtering techniques, such

depth sample correction can be more complicated to incor-

porate since the effect of new depth samples can be filtered

by the original depth sample within a large local neighbor-

hood. Removal of depth samples can also cause a hole in

the result of image filtering techniques.

4.4. Evaluation on the Weighting Terms

Our weighting term, wpq , is a combination of several

heuristic weighting terms. Here we provide some insight to

the relative effectiveness of each individual weighting term



Synthetic Time(Sec.) Real-world Time(Sec.)

Art 21.60 Lion 18.60

Books 26.47 Office with person 16.65

Mobius 24.07 Lounge 18.28

Classroom 19.00

Table 1. Running time of our algorithm for 8x upsampling. The

upsampled depthmap resolution is 1376×1088 for Synthetic and

1280×960 for Real-world examples. The algorithm was imple-

mented using unoptimized matlab code.

and their combined effect as shown in Figure 6. Our exper-

iments found that using only the color similar term can still

cause propagation errors. The edge cue is more effective

in preserving structure, but cannot entirely remove propa-

gation errors. The effect of the segmentation cue is sim-

ilar to the color cue as the segmentation is also based on

color information, but generally produces sharper boundary

with piecewise smoothed depth inside each segment. The

depth cue is good in avoiding propagation bleeding, but is

not effective along the depth boundaries because it ignores

the co-occurrence of image edges and depth edges. After

combining the four different cues together, the combined

weighting scheme shows the best results. The results pro-

duced with the combined weighting term can effectively uti-

lize the structures in the high-resolution RGB image while

it can avoid bleeding by including the depth cue which con-

sists with the low-resolution depth map.

5. Results and Comparisons

We tested our approach using both synthetic examples

and real world examples as described in the following sec-

tions. The value of λs, λN are chosen as 0.2 and 0.1 re-

spectively, and they are fixed during our experiments. The

system configuration for experiments is 3Ghz CPU, 8GB

RAM. We implemented our algorithm via Matlab using its

built-in standard linear solver. The computation time is

summarized in Table 1.

5.1. Evaluations using the Middlebury stereo
dataset

We use synthetic examples for quantitative comparisons

with the results from previous approaches [6, 19, 10]. The

depth map from the Middlebury stereo datasets [15] are

used as the ground truth. We down sampled the ground truth

depth map by different factors to create the low-resolution

depth map. The original color image is used as the high-

resolution RGB image. We compare our results with bilin-

ear interpolation, MRF [6], bilateral filter [19], and a recent

work on guided image filter [10]. Since the previous ap-

proaches do not contain a user correction step, the results

generated by our method for these synthetic examples are

all based on our automatic method in Section 4.1 and Sec-

tion 4.2 for fair comparisons. Table 2 summaries the RMSE

(root-mean-square error) against the ground truth under dif-

ferent magnification factors for different testing examples.

Our results consistently achieved the lowest RMSE among

all the test cases especially for large scale upsampling. The

qualitative comparison with the results from [6] and [19]

under 8× magnification factor can be found in Figure 7.

In terms of depth map quality, we found that the MRF

method in [6] produces the most blurred result. This is due

to its simple use of neighborhood term which considers only

the image intensity difference as the neighborhood similar-

ity for depth propagation. The results from bilateral filtering

in [19] are comparable to ours with sharp depth discontinu-

ities in some of the test examples. However, since segmen-

tation and edge saliency are not considered, their results can

still suffer from depth bleeding highly textured regions. We

also found that for the real world example in Figure 1, the

results from [19] tended to be blurry.

5.2. Robustness to Depth Noise

The depth map captured by 3D-ToF cameras are always

noisy. We compare the robustness of our algorithm and

the previous algorithms by adding noise. We also compare

against the Noise-Aware bilateral filter approach in [4]. We

observe that the noise characteristics in a 3D-ToF camera

depends on the distance between the camera and the scene.

To simulate this effect, we add a conditional Gaussian noise:

p(x, k, σd) = k exp−(
x

2(1 + σd)2
), (14)

where σd is a value proportional to the depth value, and k

is the magnitude of the Gaussian noise. Although the actual

noise distribution of 3D-ToF camera is more complicated

than the Gaussian noise model, many previous depth map

upsampling algorithms do not consider the problem of noise

in the low-resolution depth map. This experiment therefore

attempts an objective comparison on the robustness of dif-

ferent algorithms with respect to noisy depth maps. The

results in term of RMSE are summarized in Table 3.

5.3. Real World Examples

Figure 8 shows the real world examples of our approach.

Since the goal of our paper is to obtain high quality depth

maps, we include user corrections for the examples in the

top and middle row. We show our upsampled depth as well

as a novel view rendered by using our depth map. The mag-

nification factors for all these examples are 8×. These real

world examples are challenging with complicated bound-

aries and thin structures. Some of the objects contain al-

most identical colors but with different depth values. Our

approach is successful in distinguishing the various depth

layers with sharp boundaries. All results without user cor-

rections can be found in the supplemental materials.



(a) (b) (c)

Figure 7. Qualitative comparison on Middlebury dataset. (a) MRFs optimzation [6]. (b) Bilateral filtering with subpixel refinement [19].

(c) Our results. The image resolution are enhanced by 8×. Note that we do not include any user correction in these synthetic testing cases.

The results are cropped for the visualization, full resolution comparisons are provided in the supplemental materials.

Art Books Mobius

2× 4× 8× 16× 2× 4× 8× 16× 2× 4× 8× 16×

Bilinear 0.56 1.09 2.10 4.03 0.19 0.35 0.65 1.24 0.20 0.37 0.70 1.32

MRFs [6] 0.62 1.01 1.97 3.94 0.22 0.33 0.62 1.21 0.25 0.37 0.67 1.29

Bilateral [19] 0.57 0.70 1.50 3.69 0.30 0.45 0.64 1.45 0.39 0.48 0.69 1.14

Guided [10] 0.66 1.06 1.77 3.63 0.22 0.36 0.60 1.16 0.24 0.38 0.61 1.20

Ours 0.43 0.67 1.08 2.21 0.17 0.31 0.57 1.05 0.18 0.30 0.52 0.90

Table 2. Quantitative comparison on Middlebury dataset. The error is measured in RMSE for 4 different magnification factors. The

performance of our algorithm is the best among all compared algorithm. Note that no user correction is included in these synthetic testing

examples.

6. Discussion and Summary

We have presented a framework to upsample a low-

resolution depth map from the 3D-ToF camera using an

auxiliary high-resolution RGB image. Our framework is

based on a least-square optimization that combines several

weighting factors together with nonlocal means filtering to

maintain sharp depth boundaries and to prevent depth bleed-

ing during propagation. Although this work is admittedly

more engineering in nature, we believe it provides useful

insight on various weighting strategies for those working

with noisy range senors. Moreover, experimental result

show that our results typically out performs previous work

in terms of both RMSE and visual quality. In addition to the

automatic method, we have also discussed how to extend

our approach to incorporate user markup. Our user correc-

tion method is simple and intuitive and does not require any

addition modifications in order to solve the objective func-

tion defined in Section 4.1.
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