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Abstract

Ink-bleed interference is undesirable as it reduces the
legibility and aesthetics of affected documents. We present a
novel approach to reduce ink-bleed interference using func-
tional minimization. In particular, we show how to mod-
ify the Chan-Vese active contour model to incorporate in-
formation from the front and back sides of the ink-bleed
document. This contour model is particularly useful as
it does not require edge extraction or explicit threshold-
ing of the document. In addition, we show how functional
minimization can again be used to restore broken fore-
ground strokes that arise when strong ink-bleed overlaps
with foreground strokes. The experimental results show that
our functional minimization method produces better results
than recent ink-bleed reduction techniques. To provide a
complete framework, we also show how simple user assis-
tance can be further exploited to improve the results.

1. Introduction and Contribution
As recto-verso documents (i.e. double-sided text docu-

ments) age, several intrinsic and extrinsic factors cause the
ink to seep (or bleed) through the paper to interfere with
the opposite side. While conservators in the archival and
library community have physical restoration techniques to
reduce ink-bleed, the physical restoration is costly and time-
consuming and carries the risk of irreversible damage. The
goal of this paper is to reduce ink-bleed in digital facsimi-
les of the original, a solution welcomed in lieu of physical
restoration.

The contribution of our work is an ink-bleed reduction
technique based on functional minimization. Unlike previ-
ous work, we treat the problem as one of active contour seg-
mentation and minimize variational energy within an image
and between the recto and verso images. To ameliorate the
effects of broken strokes that may arise when strong ink-
bleed overlaps with foreground ink, we again use functional
minimization to complete the strokes. Comparisons with
recent user-assisted ink-bleed techniques show that our ap-
proach produces consistently better results. Moreover, our

segmentation is fast and can be used in a semi-interactive
software framework. Following a recent trend of exploit-
ing user interactions, we also demonstrate how simple user
markup can be used to help when a manuscript page has
varying ink-bleed characteristics.

The remainder of this paper is organized as follows.
Section 2 describes related work; section 3 overviews our
framework; section 4 presents results and comparisons with
recent techniques. A discussion and summary are provided
in section 5.

2. Related Work
Related work is discussed for both ink-bleed reduction

and active contours. For further information readers are di-
rected to [24] and [3] respectively.
Ink-Bleed Reduction Image-based ink-bleed reduction
methods can be discussed by whether they operate from a
single image or two images (i.e. aligned recto and verso im-
ages). Single image methods typically employ various types
of thresholding [7, 12, 16], but these simple methods can
only handle relatively easy ink-bleed. In the work by Wang
et al. [23], images are preprocessed in the wavelet domain
before thresholding. The method is parameter intensive and
targets the images where the handwriting is significantly
slanted. Recent work by Wolf [24] avoids thresholding
and instead uses a dual-layer MRF with a single observa-
tion field based on a Gaussian degradation model governing
the MRF smoothness term. This work uses k-means clus-
tering to generate the initial MRF label assignments which
requires the ink-bleed and foreground-ink intensities to be
distinguishable.

Two-image approaches are generally more effective
given the additional information. These approaches include
Tonazzini et al.’s method [21] which used blind signal sep-
aration to restore original images by assuming a linear mix-
ture model. These authors also introduced a two-layer-MRF
approach based on the same linear mixture model [20].
However, the linear model cannot be always justified for
ink-bleed as shown in [24]. Tan et al. [19] used a two-
image wavelet-based method, which has the similar lim-
its as its single-image counterpart in [23]. Moghaddam et
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al. [13] simultaneously reduce ink-bleed in both the recto
and verso images using three diffusion models for recto
foreground-ink, verso foreground-ink and background re-
spectively. This method relies on five user-tuned parame-
ters and uses scans of real paper without text to obtain the
background information.

Recent work by Huang et al. [9] introduces a user-
assisted approach that avoids prior assumptions about the
document by having the user provide training examples
of ink-bleed, foreground-ink, and background using sim-
ple scribble. An MRF is used to help enforce smoothness
in the final classification. This approach requires sufficient
markup to produce a satisfactory result. Lu et al. [11] ex-
tend this work by directing the user to pixel regions clas-
sified with low confidence to obtain this sufficient markup.
Because these methods do not rely on any assumptions or
user-tuned parameters, we use [9] and [11] as the primary
benchmark compared against our technique. In the cases
of difficult ink-bleed, we can also incorporate simple user
input to denote the area to be locally processed. We show
that our approach is adaptive to local area statistics and can
produce better overall results than [9, 11] and other tech-
niques [7, 19].
Active Contour The main objective of an active contour
algorithm is to evolve a curve to segment an image based
on one or several constraints. Typically the constraints are
incorporated into an energy functional such that they are
achieved when the energy is minimized. The classical ap-
proach in active contour segmentation [10, 5, 22] is to stop
the curve evolution at the edges, i.e. the curve will try to
locate the pixels where absolute gradient |∇u(x, y)| is max-
imum.

Region based active contour approaches avoid using
solely edge information (e.g. [6, 15, 14, 25, 4, 18]). A well-
known region-based method is the Chan-Vese model [4]
in which the curve is obtained by minimizing the intensity
variance inside and outside the curve. Our work extends the
Chan-Vese model, but unique to our application is the incor-
poration of the relationship between the recto-verso image
pair. By incorporating this information we produce signifi-
cantly better results than using the Chan-Vese model alone.

3. System Overview
Our overall framework including foreground stroke seg-

mentation, stroke completion, and incorporation of user in-
put is discussed here. Our input is assumed to be a pair of
aligned recto and verso images. We use the alignment ap-
proach in [9], where the back image is mirrored and a global
translation alignment is first applied. The images are then
divided into patches in order to compute local displacement
between each front image patch and its corresponding patch
on the back image. From the local displacements, thin-
plate-spline (TPS) interpolation is used to warp the back

image to align with the front1. We note that recto-verso
image alignment is a non-trivial problem, however, further
details are outside the scope of this paper, instead, we re-
fer the reader to [9] and other recent related techniques (e.g.
[1]).

3.1. Ink-Bleed Removal with Active Contours

We begin by describing the implementation of the Chan-
Vese model and our extension to the energy functional.
Here, the curve is represented by the zero level curve

C = {(x, y) ∈ Ω|φ(x, y) = 0}, (1)

where Ω ⊂ <2 is the given image domain. The curve C is
evolved via the function φ(x, y, t), a surface in <3. In the
following, we also define φ1 = {(x, y) ∈ Ω|φ > 0} (i.e.
pixels inside the contour) and φ2 = {(x, y) ∈ Ω|φ < 0}
(i.e. pixels outside the contour) as the targeted foreground
and non-foreground (including both ink-bleed and back-
ground) segments respectively.

The Chan-Vese model [4] minimizes the energy func-
tional:

E = µ× length(C)

+ λ1

∫
φ1

|u0(x, y)− c1|2dxdy (2)

+ λ2

∫
φ2

|u0(x, y)− c2|2dxdy,

where length(C) is the length of the curve, u0 is the inten-
sity of the recto image to be segmented, c1 and c2 are the
average intensity in the domain φ1 and φ2, respectively, and
µ, λ1, and λ2 are weighting factors set to 1 in this work. Es-
sentially the idea of this model is to stop the curve evolution
when the intensity variance in each domain separated by the
curve C is minimized.

The ingenuity of the Chan-Vese model, when applied
to our segmentation problem, is that it does not rely on
sharp edges to segment the ink from its background. This
is particularly useful since the foreground strokes are of-
ten diffuse due to aging of the paper and ink. However,
using the basic Chan-Vese formulation, the obtained fore-
ground domain φ1 will also contain ink-bleed pixels. Based
on the assumption that the intensity of the foreground is
typically lower than that of the corresponding ink-bleed or
background on the reverse side, we propose a new energy
functional:

E = length(C) + E1 + λE2, (3)

1This approach performs well on most documents from our partners at
the National Archive of Singapore. It tends to fail for documents having
weak ink-bleed, but for these cases thresholding approaches are applicable.
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Figure 1: This figure shows the associated terms of the two energies E1 and E2 and the combined effect of E1 + λE2. A
detailed description of this diagram is in the text (directly below).

with

E1 =

∫
φ1

|u0(x, y)− c1|2dxdy (4)

+

∫
φ2

|u0(x, y)− c2|2dxdy

E2 =

∫
φ1

|u0(x, y)− v0(x, y)− c3|2dxdy (5)

+

∫
φ2

|u0(x, y)− v0(x, y)|2dxdy

where v0(x, y) is the intensity of the aligned verso page, λ
is a multiplicative constant, c3 is the average of min(u0 −
v0, 0) inside the curve.

The combination of E1 and E2 requires a bit of exami-
nation to fully appreciate their mutual benefits and we use
Fig. 1 to help explain the two terms’ effects. The top row of
Fig. 1 diagrams the E1 and E2 energy terms separately. As
previously stated, the E1 energy finds a contour, call it C1,
that separates the image into two domains that have mini-
mal variances. Examining the histogram of the recto image
shown for E1, we see that c1 and c2 are centered at the two
peaks in the histogram, representing 1) the foreground and
ink-bleed intensities and 2) the background intensities.

The E2 energy term operates from the difference of the
verso and recto image, u0 − v0, as shown in Fig. 1. Ex-
amining the histogram of the difference image, u0 − v0,
we see the majority of pixels are about u0 − v0 = 0 with
two smaller peaks on either side. Since we know that the
foreground-ink on the recto image should be darker in in-
tensity than the corresponding ink-bleed or background in
the verso image, we can restrict the domain for these pixels
to be u0 − v0 < 0, using the min(u0 − v0, 0) operation.
This forces the mean of pixels inside the curve, c3, to only
consider foreground pixels. The result is a functional energy
that finds a contour, C2, whose inside pixels are u0−v0 < 0
and the outside pixels have u0−v0 closer to 0 (i.e. the over-
all mean of the histogram). These outside pixels correspond
to the second term in the Eq. (5). This allows us to pull out
the foreground only as shown in the bottom image of Fig. 1.
However, this tends to over segment the foreground-ink and
will remove pixels where recto foreground-ink and verso
foreground-ink overlap. The best result is obtained when
combining these two terms as shown in Fig. 1. This bal-
ance between the results of E1 and E2 is controlled by the
parameter λ in Eq. (3).

To minimize the combined E1 + λE2 energy, we use
the strategy in [17] that directly optimizes Eq. (3) instead



Figure 2: Examples of our stroke completion method for
restoring broken strokes. Shown from left to right are: input
images, initial results with over segmentation, determined
completion domains and completion results.

of solving the typical Euler-Lagrange equations to produce
a curve evolution with respect to artificial time. This ap-
proach typically converges in less than 10 iterations. It usu-
ally takes under 5s on a standard 2.66 GHz CPU to pro-
cess the input image of 1M pixels, which is the typical size
of documents in the resolution intended for viewing on the
screen. For a letter-size document page scanned in higher
resolution of 300dpi (typically 8M pixels), the processing
time is usually 30-40s.

3.2. Broken-Stroke Completion

In severely degraded documents, the ink-bleed intensity
can be very similar to the foreground-ink intensity. In such
cases, the parameter λ in Eq. (3) needs to be increased
higher to remove the ink-bleed. As we increase λ (i.e.
weighting E2 more), broken stroke where the ink-bleed and
foreground overlap is more likely. Such broken stroke is of-
ten unavoidable and a problem for other methods described
in Section 2 as well.

To complete the broken strokes, we propose to apply an-
other functional minimization algorithm. To determine the
completion domain, i.e. the region where the broken stroke
needs to be restored, we apply a statistical significance test-
ing by assuming that for the given recto image, pixel inten-
sity u0 in the background domain φ2 follows a normal dis-
tribution. We use one-tailed test at a 99% confidence level
to get the dark pixels in φ2 as the completion domain:

D = {(x, y) ∈ Ω|z(x, y) < −2.325} (6)

where z(x, y) = (u0(x, y) − u0)/σ is the standard score
of u0(x, y) with respect to sample mean u0 and standard
deviation σ over the φ2 domain.

For the functional minimization algorithm, we imple-
ment the modified Cahn-Hilliard inpainting model intro-
duced in [2, 8] for binary images. This is well suited to
our application as the segmentation equation (3) involves
only two regions φ1 and φ2.

We construct an image f0 corresponding to the output of

the segmentation algorithm in Section 3.1 such that:

f0(x, y) =


0 if (x, y) ∈ φ1;

1 if (x, y) ∈ φ2\D;

0.5 if (x, y) ∈ D.
(7)

An energy functional is then minimized to find a new image
f , that fills the completion domainD based on the modified
Cahn-Hilliard equation expressed as:

E =

∫
Ω

[
ε

2
|∇f |2 +

1

ε
W (f)]dxdy+β

∫
Ω\D

(f −f0)2dxdy,

(8)
where W (f) = f2(f − 1)2 has two minima at f = 0 and
f = 1, and ε is a parameter that measures the transition
region between f = 0 and f = 1. Here, β measures the
fitness level of the solution image f to the given image f0

outside the completion domain D. The discretized δf
δt that

minimizes the energy functional is solved for a new f at the
next artificial time step by the way of 2-dimensional FFT
(see [8] for more details).

For our experiments, we empirically set β to 1010. En-
ergy minimization is then performed in two stages with
large ε (0.8) for the first stage and subsequently smaller ε
(0.01) for the second stage. A detailed explanation on the
two stages and the suitable parameter ε can be found in [2].

Fig. 2 shows two examples that require a large λ to en-
sure that the dark ink-bleed is completely removed. The
side-effect is that the regions where foreground and ink-
bleed overlap are segmented as φ2. The completion domain
is found using Eq. (6) and inpainted using the Cahn-Hilliard
Eq. (8). The original image pixels under this completed
binary mask are used in the final result shown as the last
column of Fig. 2. Processing time for stroke-completion is
slower than segmentation, taking roughly 2mins per 1M im-
age. This, however, should be considered a post-processing
step that is necessary only in difficult cases.

3.3. Extension Towards Interactive Approach

For some documents, the foreground and ink-bleed in-
tensities vary spatially as shown in Fig. 3. Here, the
foreground-ink is much lighter in the bottom region of the
document as compared to the ink-bleed intensity in the top
portion. One nice benefit of our approach is that it adapts
to the characteristics of the input domain. This means we
simply need to denote the region we would like to apply the
functional minimization to locally gain a new segmentation
that is tuned to the local characteristics. In this manner,
the curve C is evolved by taking into account the statistics
c1, c2, and c3 in the locality, resulting in an optimized seg-
mentation of φ1 and φ2 that otherwise would be non-trivial
under global minimization. Additionally, the user could vi-
sually adjust a local λ to obtain the best segmentation in the
selected region.
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Figure 3: The results of applying our functional minimization to a selected region to improve the results when ink-bleed
characteristics vary spatially. Our results are compared with those of the iterative user-assisted approach [11].

Fig. 3 shows our initial result for the global minimiza-
tion. The algorithm is able to remove the difficult ink-bleed
and still maintain the consistency of the foreground strokes
(see zoomed region 3) for most of the document. However,
for the bottom region of the document, the foreground-ink
has significantly different characteristics from that of the

overall document. This causes the global minimization to
segment foreground-ink here into the φ2 domain. Fig. 3
shows the result of local minimization which is performed
over the region in red, with the same λ as that used globally.
The foreground strokes have been successfully recovered in
this local region (see zoomed regions 1 and 2) because the
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Figure 4: Experimental results and comparison to classification based approaches (iterative markup approach [11] and
single-pass markup approach with MRF [9]).

local region statistics are used when minimizing Eq. (3).
Fig. 3 also shows that our algorithm performs better than
the recent user-assisted approach that helps direct the user
to troubled locations [11].

4. Results
We first show the subjective results of our method in

Fig. 4, compared against the user-assisted approaches by
Huang et al. [9] and Lu et al. [11]. The results from the
user-assisted approaches are shown in the middle column
of Fig. 4. The top three rows are implemented by the it-
erative markup approach [11] while the bottom three rows
are obtained using the single-pass user-markup that incor-
porates additional MRF for smoothing [9]. Our approach
is successful in removing ink-bleed for all the cases. When
compared against the iterative markup [11] (rows 1-3), our
approach is more effective in preserving the complete fore-
ground strokes. For the image in row 2, the result from [11]
has several broken (or erased) foreground strokes. For the
images in rows 1 and 3, the results of [11] remove some
very light foreground strokes. For the examples compared
against [9] (rows 4-6), our algorithm is able to better sepa-
rate the foreground and ink-bleed and also maintain the con-
sistency of foreground stroke, while the work by [9] tends

to fail in removing the very dark ink-bleed.
For a quantitative evaluation, we compare our method

against three approaches, including the adaptive threshold-
ing by Drira et al. [7], the wavelet method by Tan et al. [19]
and Huang et al.’s markup with MRF method [9]. As Lu et
al.’s iterative markup method [11] and Huang et al.’s method
share the same underlying approach, Lu et al.’s method is
not included. The four methods are applied to ten docu-
ments which cover a wide spectrum of ink-bleed. For a fair
comparison, no stroke completion (Section 3.2) and local
processing (Section 3.3) are performed by our method.

For each result image, we count the numbers of the er-
roneously segmented words. The errors can be divided into
four types: the foreground words totally or partly Missed in
the output, the foreground words still Interfered by the ink-
bleed in the output, the foreground words suffering from
both the Missed & Interfered problems and the Added words
which are the retained ink-bleed and locate away from the
true foreground words. Fig. 5 shows the examples of these
errors. The error counting results are given in Table 1. For
each result, we compute the recall and precision scores as

recall = W−WE

W and precision = W−WE

W−WM+WA , (9)

where WE is the sum amount of the Missed, Interfered
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Figure 5: Examples of Missed, Interfered, Missed & Interfered and Added errors in result images. Shown from top to bottom
are: input images, outputs that would be considered as having no error and outputs with errors.

and Missed & Interfered words, WM is the amount of the
Missed words and WA is the amount of the Added words2.
For each method, we show the recall and precision scores
averaged on the ten trials in the table. Overall, our method
consistently generates fewer errors than the competing ap-
proaches. Because this quantitative evaluation still has ele-
ments of subjectivity, the original images together with the
results have been placed on the contact author’s webpage.

5. Discussion and Summary
Our results show that the proposed algorithm performs

better on a wide range of documents than previous ap-
proaches. While the idea in the user-assisted approaches [9,
11] is to avoid assumptions and parameter-tuning (endemic
of other ink-bleed reduction algorithms), the trade-off is
reliance on sufficient markup to perform the classifica-
tion. While the “directed assistance” approach in [11] helps
guide the user to where to perform the markup to improve
results, our approach requires no stroke-level markup at all.
Instead, if wish to apply our method locally, we only need
to coarsely select the region of interest on the image itself.

Moreover, we only have a single parameter to tune (λ).
Given that our segmentation algorithm can run in under 5s
for images in viewing resolution, tuning this parameter can
be performed in near real-time using a slider UI feature.
Lastly, we are also able to complete strokes that were bro-
ken due to the overlap of ink-bleed and foreground stroke.
This allows us to produce consistently good results, even on
difficult examples.

We do note that our method (along with others) still suf-
fers when the ink-bleed is very dark, or when there is signif-
icant ink-bleed corruption creating large gaps in the strokes
that cannot be completed (Fig. 6 shows these cases). An-
other limitation of our work is that we do not segment the
foreground-ink in both the recto and verso images simul-
taneously. This is because the optimal λ may be different

2The definitions follow those in [19, 23], but with a difference in the
denominator of precision formula. By our definition, the 100% precision
score is obtained when no ink-bleed is retained (but some true foreground
words may be removed as well).

Very dark ink-bleed Gaps too large for stroke completion

Figure 6: Examples of failure cases. Shown from top to
bottom are: input images, segmentation by functional mini-
mization, segmentation with stroke completion, and results
by markup with dual MRF method [9].

for each side. Future work is to address this issue by re-
examining the energy terms. Similarly, we are exploring
new mechanism of stroke completion that can operate on
vector-valued images to allow simultaneous stroke repair
for both sides of the document.
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