Multi-View Document Rectification using Boundary

Yau-Chat Tsoi and Michael S. Brown
School of Computer Engineering, NTU
Nanyang Avenue, Singapore 639798

{ts0i10002, msbrown}@ntu.edu.sg

Abstract

We present a new technique that uses multiple images of
bound and folded documents to rectify the imaged content
such that it appears flat and photometrically uniform. Our
approach works from a sparse set of uncalibrated views of
the document which are mapped to a canonical coordinate
frame using the document’s boundary. A composite image
is constructed from these canonical views that significantly
reduces the effects of depth distortion without the blurring
artifacts that is problematic in single image approaches. In
addition, we propose a new technique to estimate illumi-
nation variation in the individual images allowing the final
composited content to be photometrically rectified. Our ap-
proach is straight-forward, robust, and produces good re-
sults.

1. Introduction
1.1. Motivation

Imaging printed materials is an active task of libraries,
museums, and large scale commercial ventures, with the
goal of making printed content digitally accessible. The use
of cameras in such efforts is rapidly becoming the accepted
method of digitization [10]. One drawback to camera imag-
ing is that the documents are not pressed flat when imaged.
This can result in the document’s printed content appearing
distorted in the captured image. Post-processing algorithms
are therefore necessary to correct this distortion and rectify
the printed content.

The degree of distortion correction needed is dictated by
the use of the extracted content. For modern text-based
documents, distortion correction is performed to the neces-
sary level to make the imaged content suitable for OCR. If
printed content beyond text is desired, for example, artwork,
or books of antiquity, then distortion correction is needed
to produce high-quality images that capture the “look and
feel” of the original material. This paper targets this lat-
ter class of imaged materials. For such cases, two types of
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Figure 1. [Our approach] Multiple views of a document are com-
posited to produce an output with rectified geometry and illumi-
nation. This multi-view approach reduces blurring in regions of
high-curvature which is problematic for single-view approaches.

distortion must be rectified. The first is the geometric dis-
tortion caused by the materials shape; the second is effects
from non-uniform illumination.

Several vision-based approaches have been proposed re-
cently to address geometric distortion (e.g. [2, 3, 6, 8, 13,
16, 17]). A few of these approaches also include photo-
metric correction [16, 17]. These existing approaches vary
in the way they rectify the content, from cylindrical-model
based approaches [3], to more general geometric struc-
tures [6, 8, 17], to non-parametric approaches that use 3D
information [2, 13, 16].

All of these existing approaches have a common limita-
tion that they operate from a single image. As a result, pixel
under-sampling in regions of high-curvature on the docu-
ment’s surface appear blurry in the restored image. The ef-
fects of such blurring is shown in Figure 1. For text-based
documents this can often be ignored, since the final output
is converted to a binary representation for use with an OCR
engine. For non-textual items targeted in this paper, these
blurry regions are undesirable and techniques to correct this
problem are warranted.
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Figure 2. [Overview] Our framework has four phases: 1) Rectangular rectification; 2) Illumination correction; 3) Geometric rectification;
4) Histogram matching and multi-view compositing to build the final output.

1.2. Contribution and Related Work

We present a multi-view technique to rectify geomet-
ric and illumination artifacts in imaged documents. Our
approach works by transforming the multiple views into a
common coordinate frame based on the observed document
boundaries. Working in this common coordinate frame, the
best local sampling in the multiple views over the docu-
ment’s surface can be determined. Compositing these views
based on the sampling allows us to correct the effects from
depth distortion without the need for explicit 3D informa-
tion. Moreover, this allows the final output to avoid blurring
artifacts present in single view approaches with inherent
under-sampled regions. Our approach targets documents
that can be modeled as ruled surfaces. Such ruled-surface
models can represent the most common types of document
distortion, including binder curl, folds, and their combina-
tions. Exploiting the nature of the ruled surface, we also
present a novel technique for estimating illumination di-
rectly from the individual views, allowing non-uniform il-
lumination to be rectified.

Outside the scope of document restoration work, our
compositing procedure is related to some degree to image
mosaicing. Most notable is an approach to mosaic a sweep-
camera described in Peleg and Herman [12], mosaicing slit
images with 3D plenoptic function by Shum et al [15] and
the mosaicing of views with relief geometry by Lhuillier ef
al [7]. Our approach, however, is more specific in its focus

and the restrictive nature of the document’s structure allows
us to tailor a solution for document correction. Moreover,
these mosaicing techniques do not require that their scene
content be uniformly illuminated.

Several techniques for stitching multiple camera im-
ages of a document have been proposed, for example,
work by Liang et al [9] and Mancas-Thillou and Mirme-
hdi [11]. These approaches reduce blurring effects from
under-sampling, but are restricted to planar text documents
and do not address illumination artifacts. In regards to doc-
ument restoration work, we use the boundary interpolation
discussed by Tsoi and Brown [17] to initially rectify our im-
ages, however, this previous single-view approach requires
a 3D pattern to remove depth distortion and the photomet-
ric correction relies on white-borders in printed content.
Our multi-image approach overcomes these previous limi-
tations, avoiding the need for a 3D pattern and white-border,
and does not suffer from image blurring.

2. Framework Overview

Figure 2 shows an overview of our proposed correction
approach which is divided into four phases: (1) rectangular
rectification; (2) illumination correction; (3) geometric rec-
tification; (4) histogram matching and multi-view composit-
ing. Each phase is discussed individually in the following
sections.



2.1. Rectangular Rectification
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Figure 3. The document’s printed content is rectified to a rectilin-
ear coordinate frame based on its observed four boundaries.

All input views of the document are rectified into a
canonical coordinate frame using boundary interpolation
proposed by [17]. Note that this procedure does not com-
pletely correct geometric distortion, as it cannot compen-
sate for depth distortion. This can be clearly seen in Fig-
ure 2, where each view after rectangular rectification has
compressed image regions related to depth and view angle.
Solving this problem is described in Section 2.3. Rectangu-
lar rectification serves only as our starting point and helps
simplify subsequent processing.

Figure 3 shows the basic idea of rectification using
boundaries. The four boundary curves of the distorted docu-
ment, denoted as ¢y, ca, C3, C4, are extracted from the input
image. Each curve is represented as a piecewise natural cu-
bic spline (NCS), where ¢; = (z(t),y(t)) is parameterized
by ¢ with range between 0 and 1. Each spline is specified
by a set of 2D points P = {pg, p1,- - ., Pn} and their cor-
responding knot values T = {¢q, t1,...,tn}-

The 2D points P are acquired by detecting image coor-
dinates along the boundary, while the corresponding knot
values T can be approximated by their 2D arc-length posi-
tion, defined as follows:

0 ifj=0
ti= + Y dpr-1,pK) if1<j<no (D
1<k<;

where d(pi—1, Px) denotes the distance between the points,
and L is the total length of the curve. Given P and T the
coefficients of the NCS can be uniquely computed as de-
scribed in any numerical methods book (e.g. [14]).

Assuming the imaged content is rectangular, a trans-
formation, c(u,v), from the input view to a new rectified
image parameterized by u and v, where u, v € [0, 1], can be
formulated using Coons patch interpolation [4] as follows:

c(u,v) =[1-u u [zggz)}
sl 1)
- ) Gl

Given c(u, v), the input views, L,y (z, y), can be rec-
tified to a new image, I(u,v), by the following I(u,v) =
Iinput(c(u,v)). Such boundary interpolation is modeling
the document’s 3D surface as an opposite-boundary ruled
surface, where the top and bottom image curves, ¢; and
cg correspond to the 3D directrix and director curves. Af-
ter rectification, image columns, parameterized by v, cor-
respond to individual rulings on the 3D surface. The full
details of this relationship is outside the scope of this paper
and we refer the reader to [17] for further details. For our
purposes, the alignment of surface rulings to image columns
allows us to assume that 3D surface normals for each image
column are the same. This convenient alignment will be
exploited by our illumination rectification and multi-view
compositing.
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2.2. Illumination Rectification

After rectifying the multiple views to be rectilinear, il-
lumination distortion is addressed. Our correction algo-
rithm operates on the luminance component of the HSV col-
orspace and is denoted as Iy,. Our goal is to remove shad-
ing artifacts present in Iy, by normalizing intensity changes
across image columns caused by illumination.

2.2.1 Assumptions

[lumination effects on the imaged scene are modeled via
the intrinsic image model [1]:

f=ir=_Q1-n)r, 3)
where f is an image point, ¢ is the illumination falling on
a point in the scene and r is the reflectance of the point in
the scene. The value ¢ can be decomposed using a Lamber-
tian shading model that considers illumination falling on a
3D point to be the dot product of 1, which is a vector rep-
resenting the direction and magnitude of the light source,
and n is the unit surface normal at the point. Note that this
could also be extended to the sum of light sources falling at
a single point.

Assuming that contribution from the lighting 1 is reason-
ably constant between adjacent surface rulings, illumination
change from one image column to the next can be attributed
to a change in the surface normal direction. Since normals
are constant for the entire ruling, intensity differences of



image pixels of homogeneous printed content between two
image columns can be modeled as a simple scale change,
a, that corresponds to the effects of surface normal change
between the columns. Thus, illumination change between
image points of homogeneous printed content can be mod-
eled as: )

i1r = aior for which o = Z—l, @

2

where ¢ and i denote the illumination falling on two sur-
face points mapped to adjacent image columns that are as-
sumed to have the same reflectance value, r.

2.2.2 Illumination Change Estimation

Based on our assumption, the illumination change between
all successive k columns in the image can be modeled as
per-column scale factors, ay. To estimate these o values
from Equation 4, it is necessary to find pixels with the same
r between columns. To do so, we consider adjacent col-
umn pixels with sufficiently low image-gradients to be con-
sidered similar content. The following procedure is then
used to estimate the ay,. First, per pixel intensity ratios
between columns, represented by image R(u,v), are com-
puted, where:

ifu=1

0
R(u,v) = { Iy (u,v) if1 < ’ &)
-ty H1SUSW

where w is the width of the image Iy (u, v).

Next, salient content edges in the image, [y, are com-
puted using a gradient-based edge detector, e.g. Canny, to
form a mask, M (u,v), consisting of either O or 1, where
1 represents an edge. Given the ratio image, R, and edge
mask, M, we would like to find the scale-factor «;, that min-
imizes the error between 27}}:1 [|(1—M (k,v))(aI(k,v)—
I(k —1,v))||2 , i.e. select oy that gives the minimum error
for homogeneous pixels over the entire column k. While a
least squares fit would be the mean « for column k, because
our computed mask only gives candidate pixels assumed to
have similar content and is subject to outliers, we find the
median a more robust choice. As a result, we compute the
«y, as follows:

1 ifk=1
ap =< (median R(k,v)) - ag—1 ifk>1, (6)
1<v<h
M(k,v) =0

where h is the height of Iy (u,v). One special case that
must be handled is in situations where an entire column has
an edge in the mask M. This can occur in the document
where it is bound or has crease lines from folds. In this situ-
ation, we simply skip this column and apply our procedure
to the first none edge column found. Missing as for the edge
columns are interpolated from their neighbor columns.

Estimated & Image

Gradient Image

Figure 4. (Left column) Original luminance image and gradient
image, (edge mask). (Right column) Corrected luminance and es-
timated per-column « image.

2.2.3 Uniform Luminance Image

Given the scaling factors «y, the corrected luminance image
I°" can be computed by dividing each image column in
the original luminance image Iy, by the ays, such that:

Iy (k,-
Iy (k, )" = —V(ik’ ) )

where Iy (k, -) represents all pixels at column k, over all im-
age columns. Figure 4 shows the results of this procedure.

2.3. Geometric Rectification

As previously mentioned, the rectified single views suf-
fers from noticeable geometric artifacts due to the docu-
ment’s non-planar structure. To address this problem, the
multiple views are compared to find the best local sampling
over the document’s 3D surface from the various views.
This allows regions of less sampling from one view to be re-
placed by better sampling from another view. Compositing
sections of these views together, we produce a final output
image that reduces the geometric distortion. Assumptions
made about the nature of these multiple views are discussed
in Section 4.

2.3.1 Column Registration and View Normalization

Assume that all the n input images, I, Is, ..., I, have
undergone rectangular rectification and illumination correc-
tion. We now want to find a mapping between each images’
columns to its corresponding location in the other views as
shown in Figure 5.
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Figure 5. Example of column matching between n canonical frames. (Left to right) m image columns obtained from view 1 at positions
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This task is performed by first extracting a sequence
of m image grayscale columns from the first image I; at
positions ¥; = {ui,u?, ..., uf"}. These image columns
are obtained by uniformly sampling along the u direction.
Next, each of these image columns are matched to their
corresponding locations in the other images. Normalized
Cross Correlation (NCC) is used for matching to compen-
sate for slight illumination differences in the various views.
The matching of column, a, in image 1, denoted as u{, to
its location in image j is defined as:

2 (ut,-) = L(ug, U (R, ) = 1 (k)]

c(k) =
\/Z[Il(ual, ) = L(ug, )2 200G (K, ) = I(k, )J?

where 1 < a < m, k is the column index of I;, I (u$, -) and
I;(k,-) denote the mean value of all pixels in the columns
I (uf,-) and I;(k, -) respectively.

Allowing the k to span a pixel range from the previous
matched location for uga_l) onwards, the maximum score
c(k) is taken as the best matched column. This matched
position for u§ will be denoted as u = k. This process
is repeated for all image segments in W;. After the col-
umn registration, we obtain n sequences of column corre-
spondences, Wy, Wy, ..., W, for the n input views. These
matched columns allow the best sampling of the document
among each view to be determined.

“Best sampling” is defined to be the maximum pixel dis-
tance spanned by successive matched columns in each view.
Let D; = {dj,d3,... ,d}"“} be a sequence of distance
values measured by the successive column positions found
in each input I;. Each scalar value dé» forl <1 < m+1rep-
resents the number of pixels available between the two suc-
cessive columns positions. These distances are computed
as:

u} ifl=1
déz ué»—ué-_l ifl<li<m, (®)
W—ur  ifl=m+1

,u7" are matched to their corresponding positions in the other frames, I;.

where W is the width of the image (see Figure 5). With this
metric, we can calculate the pixel coverage by each view
for each segment; e.g., the view that covers the most pix-
els for segment [ can be found by checking the set of val-
ues, dt,d,...,d,. The one with the maximum value is
taken as the best candidate for the current target segment,
ie. arg maxlgjgndl».

2.4. Histogram Normalization and Multiview Com-
positing

The final image is generated by concatenating the col-
umn spans with the best pixel coverage selected from indi-
vidual views. This will produce an image with depth dis-
tortion significantly reduced and will not suffer from im-
age blurring. While the illumination of each view has been
rectified, this rectification is not global across the multiple
views. As a result, compositing image segments from the
various views will result in noticeable illumination differ-
ences between segments. Thus, we first normalize the his-
tograms of all the views and then perform compositing.

To normalize the illumination among the views, the view
that contributes the largest number of pixels to the final
output is chosen as the target image whose histogram all
other images should map to. Such histogram mapping is
described in any standard image processing text (e.g. [5]).

After histogram normalization, the final composite im-
age is produced by copying successive maximum spanned
segments for the n views. We show this as a composite map
as shown in Figure 2 and in the following result section.

3. Results

The effectiveness of our approach is demonstrated on a
synthetic example and two real examples. The synthetic
model is created using OpenGL using a textured 3D model
with shading (and without shading) and provides a means of
comparing our results against ground truth. The real exam-
ples demonstrate the usefulness of our method on examples
representative of a “real world” digitization setup.
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Figure 6. Results of our algorithm on a synthetic model representing distortion from binding. (a) Input images captured at four different
views. (b) Rectangular rectification. (c) Illumination corrected. (d) Final composite image produced by stitching the best local pixel
coverage from each views. (e) Original texture image used for the 3D model. The table shows the PSNR of the individual views compared

with the synthetic model with shading turned off. We see our illumination correction significantly improves the PSNR.

3.1. Synthetic Result

Figure 6 shows the results on the synthetic example. A
pattern of equally spaced markers is inserted at the top and
bottom of the example. This allows geometric distortion to
be easily observed. For example, the markers are unequal
for the rectangular rectified images. However, the spacing
is much more uniform in the composite view generated by
our approach. We can compute the actual pixel differences
for our composite image. The mean spacing of the inserted
markers are approximately 110 pixels apart, which is only
4 pixels off of the actual spacing of 113 for the 1024 x 768
image. This is an error of only 0.04.

For shading correction, we compute the peak signal-to-
noise ratio (PSNR) for images with and without illumina-
tion correction. To provide ground truth, a reference im-
age is generated by applying the rectangular rectification of
each view with OpenGL shading turned off.

The table in Figure 6 shows the quantitative results for
the PSNR. Significant PSNR improvements are obtained for
shading corrected images versus those without shading cor-
rection. The original image used to texture the 3D surface
and to simulate the printed content is shown. The final com-
posite image generated by our algorithm is virtually identi-
cal.

3.2. Real World Examples

Results are demonstrated on two representative exam-
ples. Although ground truth is not available for these exam-
ples and the results are arguably subjective, the final output
images generated by our approach are undoubtedly more
desirable than any of the input images.

Figure 7 shows an example of a large three-page fold-
out from an art book. Figure 7(a) shows the three input
views. Figure 7(b) shows the corrected results using rect-
angular rectification. It is apparent that these corrected im-
ages suffered from noticeable depth distortion. This can be
easily observed by looking at the uneven size of the folded
pages. Figure 7(c)-(d) shows images with illumination cor-
rected and the composite map. The final composite image
is shown in Figure 7(e). Not surprisingly, for this particular
example with page folds, the composite contributions are
aligned with the page segments of the image based on each
views angle to the individual segments.

Figure 8(a) shows another example of printed artwork
from a large multi-page fold-out, captured in four differ-
ent views. Figure 8(b) shows the rectangular rectification.
Figure 8 (c, d and e) shows the corrected images with no
shading, composite map and final composite image respec-
tively. Again the geometric distortion in the single views



vs. the final output can be observed by the spacing of the
individual pages.

4. Discussion

Our results demonstrate that our multi-view approach
can effectively rectify geometric and illumination distor-
tion. Our implementation assumes that the camera’s line
of sight is reasonably orthogonal to the material and fore-
shortening of rectified image columns is negligible. We also
assume that the images are taken at roughly the same dis-
tance away from the document. Having one view that is
significantly zoomed will result in distortion in the compos-
ite image. While such assumptions seem restrictive, they
are typical of a working library or archive imaging setup,
especially if physical housing or gantries are used to mount
the cameras.

Another important aspect is the document’s boundary
extraction which is not elaborated on in this paper. While
integral to the initial rectangular rectification, approaches
for finding document boundaries are not particularly novel
and are more suitable as an image processing course project.
In our situation which is typical of real-world imaging se-
tups, black or blue paper is placed behind each page during
imaging. This simplifies boundary extraction to be a combi-
nation of thresholding and edge extraction using techniques
such as a morphological gradient.

For our real-world examples, normal room lighting was
used, which agrees with our assumption of slow varying
lighting. Also, our real-world examples were from materi-
als with non-gloss paper and therefore did not appear spec-
ular. High-gloss paper does cause problems due to specu-
larities, however, this can be lessened using diffused light
sources. We note in addition, that the slow varying illu-
mination assumption is quite common and is the basis for
other filtering for illumination correction, such as classic
homomorphic filtering (see [5]). We have compared our re-
sults with homomorphic filtering and found that ours is far
superior at preserving the actual printed content, as homo-
morphic filtering tends to wash out the filtered image.

Lastly, we note that our approach requires each view to
see the entire document. This allows proper rectification
into the rectilinear coordinate frame. The work in this pa-
per provides the foundation for addressing partial views and
such extension is slated for future work. In addition, in-
corporating super resolution techniques to our framework
should be possible given the accurately registered views.

5. Conclusion

We have presented a new technique to use multiple views
of a document to rectify the geometry and illumination. Our
approach has the advantage over previous techniques that it
can reduce depth distortion with no blurring artifacts. In

addition, we have introduced a new technique for illumina-
tion correction that works directly from the images. Our
approach is straight-forward, robust, and produces good re-
sults.
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Figure 7. Example of wide three-page fold-out page from an art book. (a) Original input images. (b) Rectified views. (c) Illumination
corrected. (d) Composite map. (e) Final composite image.
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Figure 8. Example of three-page fold-out imaged art. (a) Original input images. (b) Rectified views. (c) Illumination corrected. (d)
Composite map. (e) Final composite image.



