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Figure 1: Example-based cosmetic transfeand A™ are the “before-and-after” makeup images of amsiomanB is an
image of a woman of European descentis our result, after transferring the cosmetitestiepicted imPA". Only the cosmetic
style is transferred. Skin tone and personal featsuch as eyebrows and eyelash&adre preserved after the transfer.

1. Introduction and Motivation

Abstract

Professional application of cosmetic makeup is @n a
Cosmetic makeup is used worldwide as a means tJorm all to its own. Particularly Unique to this dorm
enhance beauty and express moods. An art forns in it IS its canvas, the human face — a canvas whosgeinna
own r|ght1 cosmetic Sty|es Continuous|y Change andfamiliarity embodies that which it is to be human.
evolve to reflect cultural and societal trends. Whi While powder, lipstick, eye-liner, and eye-shadaw a
countless magazines and books are dedicated toSome of the many tools employed in cosmetic a#, th
demonstrating cosmetic art, the actual applicatimin ~ success of their application comes from the irduiti
makeup still remains a physical endeavor. and experience of the makeup artist in identifyamgl

attenuating an individual face's subtle features to
In this paper, we describe a procedure to app|y hlghllght and often enhanceaperson’S natural@eau
cosmetic makeup to the image of a person’s fade wit
the click of a mouse. Our approach works from befor Interestingly, it is this human canvas that off@nsther
and-after examp|e images created by professiona|unique dimension to cosmetic art, that of evalumtio
makeup artists. Using our “cosmetic-transfer” Because the underlying form of the face is so sartu
procedure, we can realistically transfer the cosmet familiar to the observer, subjective evaluation ¢e&n
style captured in the example-pair to another petso  €asily obtained by observing the effects of cosret
face. This greatly reduces the time and effort eded ~ @s revealed in before and after images. Not
demonstrate a cosmetic style on a new person’s facesurprisingly, before-and-after image pairs are an
In addition, our approach can be used to mix-and- accepted approach for makeup artists to demonstrate
match, and even fine-tune, examp|e Sty|eS, auam,y, their skills and individual Styles. An example wwn
without the need for any physica| makeup_ in Figure 1. In this particular example, care hasrb

taken to ensure that the underlying face has been

Keywords. image-based rendering, cosmetic-art, imaged under the same*position and lighting. Werref
applications. to these images @sandA .



While these image pairs serve their purpose amdvall before and after makeup, 2) accommodating different
a subjective evaluation of the makeup styles, ihes skin texture and tone between the example andttarge
nature of the familiar canvas that leads to thetmos faces, and 3) rapidly applying and adjusting the
obvious question of the observer — “How would this makeup style to a given target face.

look on me?”. Diversity from facial geometry, skin

tone, skin texture, hair color, and hair density, 2. Related Work

however, make its sufficiently difficult to envisidhhow

the same style might appear when applied to anothercogmetic Makeup There is not a great deal of
person’s face (denoted &8). Currently, the only  previous work addressing the transfer of cosmetic
solution is a physical one, involving applying the styles. The closest related work to ours by Ojimale
makeup in the same or similar fashion to see theeaf  [17] examined how to transfer the effectmindation
using before-and-after images. While similar, thigk
The ability for an observer to digitally apply make  |imited itself to cosmetic foundation, which is dipp
styles demonstrated in before-and-after images to ap make the skin look uniform and smooth and is
photograph of their own face is an innovation that typically only the first step in makeup application
would Undoubtedly be Wldely accepted. While we note Subsequent makeup was not addressed. There are
that cosmetic art is inherently customized to thed several “virtual makeup” software (e akeover14])
geometry, skin tone, and unique features of thewhere the user can load a face image and manually
individual in the example, it is difficult to del'[hat a app|y various types of makeup using an interactive
point-and-click interface for transferring the c@tim  interface. Currently, such software is no more than

styles captured in a database of example-pair iage  gpecialized paint programs and their results are no
to a different face (presumably the observer) wadd very convincing.

be of significant use. To this end, we propose sach

system using what we refer to as “example-basedfFace modeling and reflectance Other work related to
cosmetic transfer”. facial cosmetic is that focused on acquiring and
modeling the reflectance of skin/face for subsetuen
[Contribution] We propose an image-based technique rendering. Marschner et al. [15] acquired the
to achieve this desired cosmetic transfer by exampl pjdirectional distribution function (BRDF) of fadia
Given a database of before-and-after makeup imageskin from range and color images by assuming the
pairs, our goal is to transfer a cosmetic styl®@bew  BRDF is homogeneous over the whole face. More
target face B) as shown in Figure 1. Central to this recent work by Debevec et al. [6] acquired a thghou
cosmetic transfer problem is the mapping of cosmeti BRDF model of the face for use in rendering.
contributions of color and subtle surface geomedty,  pioneering work in modeling skin reflectance was
least in appearance, from the example image p@ies t proposed by Hanrahan and Krueger [9]. Later work by
new and different target face. Jensen at al. showed how subsurface light transport
properties can also be used to aid the realistidenreng
To address this problem many issues must beof makeup blended on top of skin [11]. Besides the
considered. While we want to transfer cosmeticestyl acquisition and modeling of skin reflectance of
inherent skin features on the example face, such ahymans, another research direction focuses on image
freckles, moles, and blemishes should not be pased approaches for face rendering. Marschner and
transferred. Inherent skin features on the targee,f  Greenberg [15] proposed an inverse lighting method
however, should be preserved (at various exteftts) a that estimates the lighting condition casting cay a
makeup application, especially for a subtle makeup hyman face, using a set of basis images. RiklinaRav
style. Differences in the skin tone and facial teailor and Shashua [19] provided a similar approach that
(i.e., eyebrows) must be addressed to producestieali could also transfer shading from examples based on
results. In an application context, the abilitydigitally color ratio, or what they termed theotient image
transfer cosmetics by example allows the user the
flexibility to control the amount of makeup applied |mage analogy Example-based cosmetic transfer is
producing examples of heavy versus light makeup jnspired by Hertzmann et al’s image analogy [10].
application and even the possibility to combine ynlike our work, however, the non-photorealistic
different cosmetic styles. Considering the issued a pature of image analogy does not require strong
challenges stated above, our overall approach $tsnsi semantic information. To be realistic, our cosmetic
of 1) computing the changes in color and illumioati  transfer needs to impose constraints pertinenaces,



i.e. facial structures must be preserved. The ctieme uncertain region are roughly marked. The matting in
transfer may not be applied equally to all pixebstioe the uncertain region is performed automaticallyngsi
target face, because certain cosmetics may redhgce t the technique outlined in [3]. The output is aphal
effect of inherent skin features. Such featuresinee  mask, a, the represents the contribution of eyebrows
be separated during pre-processing and re-appithd w and eyelashes from the input imaBe as show in
different extents, depending on the makeup style. Figure 2.

Expression ratio image and cosmetic transfer Our
example-based cosmetic transfer (section 3.2) isf
somewhat similar to the use of ratio image propdsed #
Liu et al. [13] for expression cloning, but diffdrsthe
following aspects: while expression cloning usiaga
images registers geometry changes due to expressior
our cosmetic transfer encodes color and reflectance @
change due to cosmetics, where geometry is asstomed Figure 2: Eyebrows and eyelashes segmentation:einisg
be invariant after warping all faces (to the canahi enlarged for visualization. Top: (a) The origingee(b) The
face). Moreover, our Laplacian transfer operator 8lPha matte,a, of eyebrows and eyelashes output by
(section 3.3) is necessary to correct the appearanc Bayesian matting. (c) Repaired result.

(e.g. smooth or rough) introduced by subtle gegmetr

or texture changes due to the applied makeup. Hole Repair The holes that results after eyebrows and
) eyelashes are segmented from the original image are
3. Cosmetic Transfer repaired to fill in the missing pixels. There areast of

techniques to achieve this image repair with aatspt
To achieve the desired cosmetic transfer from leefor results, including image inpainting [2] and texture
and-after images we have developed an approach thagynthesis [8; 12]. Our implementation is based an t
uses the following four steps: 1) pre-processing, 2 graph-cut texture-synthesis algorithm proposed by
cosmetic mapping, 3) appearance correction, and 4)Kwatra et al. [12] and uses the imagery surrountfieg

eye transfer. These are described in the following. hole as texture patches. Figure 2(c) shows thdtresu
repairing the resulting holes after eyebrows and
3.1. Pre-Processing eyelashes segmentation. We note that current

commercial software such as Digital Image Pro 10.0
In all the examples in this paper, the three images [7] now provide such hole repair functionality with
A’, andB have been carefully acquired under similar very impressive results.
illumination and pose.

Skin Inherent skin features, such as freckles, moles,
This is not uncommon for before-and-after image and blemishes, should be removed from all face é@mag
capture used in cosmetic makeup books. To synthesiz A, A", B before computing the cosmetic transfer, since
B’, we first pre-process the images to 1) remove thethey are not part the actual makeup and should not
eyebrows and eyelashes, 2) fill-in the resultingeto  contribute to the transfer function. A skin pateHirst
using texture-synthesis, 3) extract inherent skin chosen from a face image. Typically, the sampledipa
features, and 4) warp the facial geometry to a cizab should contain moles, freckles, and example blessish
face model. (if present). Independent component analysis (ICA)

proposed Tsumura et al. [21] by is applied to thtelp,
Eyes Eyes are the most complex features on our face,in order to obtain the separation matrix for the skin
and we propose to apply facial cosmetics first, eat pigments, melanin and hemoglobin, that account for
the eyes separately. As a result, the eyes nedm to certain visible spots on human skin .
segmented out before computing the cosmetic transfe
Since eyebrows and eyelashes are hairs and soffor subtle makeup style, we do not discard thersolo
objects, we use Bayesian matting proposed by Chuangeparated out by ICA. Instead, the colors due to
et al. [3] to perform eyebrows and eyelashes melanin pigments are usually thresholded to digital
segmentation. This is not a difficult procedure and reduce their visibility, this often makes the fanethe
be quickly performed using a quick specificationaof  image look whiter with a more uniform skin tone.
tri-map, where the background, foreground, and



Canonical Face Warp Starting from the pre-processed that the inherent skin features we extracted fBare
images, all images are warped to a canonical faceblended with the image produced by this transfer
space. This ensures that processing from all imegies equation. The more subtle the makeup is, the more
be transformed to any other image via the canonicalvisible these skin features in the final makeupgena
face. This is currently performed by manually The outpuB® is therefore the collection of alb{;}.
specifying 2D point correspondences between thatinp

image and a canonical face model. This is undolipted 3.3, Appear ance correction

the most time consuming portion of our application.

Techniques such as Active Appearance Models [4] tha The color at each pixel p is synthesized by:

are trained specifically for faces could be used to .

reduce this manual processing. bp=bp(7(c-1)+1) 1)
whereb,[ 1B andc,[] C are the colors of the target face
and the cosmetic map, aibd, is the synthesized color
at pixel p, respectivelyy [1[0, 1] controls how much
the cosmetic is applied: whery = 1, Equation (1)
reduces to the transfer equatiop= c,b,; when y = 0,
Equation (1) becomed’, = by, i.e., no makeup is
applied. Note that the scalar multiplication in Btjon

(1) is pixelwise, i.e., is multiplied witle,~1 at each
pixel p.

We note that pure color transfer is sufficient dagital
makeup only when the example and target faces have
equivalent geometry and reflectance, and perfexsalfa
correspondences are available. Both conditions are

G ' ‘ very difficult if not possible to achieve in pramti The
Figure 3: The computed cosmetic map, for the three =~ computed cosmetic map only accounts for color and
different example makeup stylés;, i = 1, 2, 3 The pixel reflectance changes. Difference in appearance dause
values have been offset by +127 for better display. by subtle geometry change caused by the applied

makeup is not explicitly captured 6
3.2. Cosmetic M apping

To correct the appearance introduced by this subtle
The cosmetic transfer is computed in a pixel-wise geometry change, we consider the Laplacian of the
fashion from the three warped images, which nowehav example makeup image, and map this second-order
the same 2D geometry. The cosmetic transfer encodesnformation to the output image. We make the
the change in color and reflectance (or BRDF) due t following assumption in our image-based approach,
cosmetics in a pixel-wise manner after makeup. which is applicable to a wide range of face costseti

the appearance change due to local geometry \@ariati
Using the intrinsic image representation [1] and th can be sufficiently captured by the Laplacian ofmera
Lambertian assumption, an image can be modeled asvhich computes its difference from neighboring fsxe
pixelwise product of two intrinsic images, one Using this assumption, subtle changes in geometey d
encoding the reflectance and the other encoding theto makeup can be approximated by blendifygandb,
illumination. Under the same illumination and given at each pixep. The local Laplacian is estimated by the
the same facé, the change due to the applied cosmetic following equation:
can be modeled by, = a*,/ a, wherea, anda, are the + x
respective inten:i%/ of pth(ealp pixed t?:afore apnd after A(bp)=A(S byt (1-5) ap) @
makeup. The cosmetic m&pis given by the collection  where A(-) denotes the Laplacian operator, afid
of all ¢s in the image. Figure 3 shows the cosmetic determines the relative amount of local geometrigeo
transfer for a typical makeup style. Pixel valuee a transferred fronb, anda’,,.
offset by 127 for display purpose.

Assumingp is defined by the user, all terms on the
After computing the cosmetic map, we apply it offit®  right hand side of the above equation are fixedisTh
target faceB in a pixelwise fashionb’, = c,b,. Note we need to modify the image pixdd$ such than(b’,)



is satisfied. This can be performed using an itezat Figure 7 shows inherent skin features (freckles or
Gauss-Seidel solver, whetgb™,) from Equation (2) is  pimples) of one portion of the example face. They a
fixed, andb*, from Equation (1) is iteratively optimized ot transferred to the target face after makeup.

to produce the final pixel color to satisfy the lagan
computed in Equation (2).

B B3 Heavy B'3 Light B'3

Figure 4: Final results, applying our cosmetic $fan and Figure 5: The user can adjust the amount of makeup
appearance correction using Laplacian transfer, andadjusting the parameterthat controls coverage as described
compositing the eyebrows and eyelashes on thet tiace in Equation (1).

3.4 Eye Transfer

Drastic makeup effects of eyelashes and eyebrows
should be handled by more sophisticated models
(involving modeling hair length, color, and denkity |
which is a topic in itself for further investigatio We - ;

achieve convincing results by transferring the E i E
segmented eye-brows and eyelashe® toThis can be £k
done by simply adding the eye-brows and eyelashe
from B to B using the extracted alpha mask,

¥

more texture less texture
S'Figure 6: The user can adjust the amount of texture
introduced by changes due to subtle geometry oafidied
cosmetic.
Figure 4 show the three styles after cosmetic nmappi
correction by the Laplacian operator, and compasiti . . . .
the eyebrows and eyelashes onto the makeup face.

4. Resultsand Applications

A large number of different makeup styles were \ ’
transferred onto a target face using our systemrmany - - \V/
cases, the facial geometry of the example facetlamd

target face are very different. They also have very Al B;

different skin tones, skin textures, hair color and Figure 7: Freckles and moles in the example makeage
density. In all cases, only the cosmetic style,rimitthe 4 @€ notransferred @, .

inherent features nor the skin tone/color of thaneple
face, is transferred. Overall, the results are very
convincing.

Of course, image touch up can be performed on the
output results. For example a brush, implementetus
the method proposed by Perez et al. [18], can bd us
The amount of makeup is adjustable in our system.t(.) re-touch the output makeup image_in case ofIsmal
Figure 5 shows a heavy versus a light makeup of theV|s;ual artifacts that results when mlsallgnment and
same style. In Figure 6, we show the results on thepnmatched f'?‘ce geometry oceur. Ogr cosmetic transfe
same style whose subtle appearance is different: we'S evaluated in the following aspects:
provide an option to the user to transfer different Preservation of hair colors and density. Figure 8
extents of subtle geometry due to the makeup ffmm t shows an enlarged view of the original eyebrows and
example face, using the Laplacian operator intreduc eyelashes of the target person so that each hair is
in the previous section. Inherent skin featuedé clearly seen. The eyebrows and eyelashes of the

excluded or preserved in cosmetic transfer is ameis  example and target persons are very different. Mzte



the hair colors and density of the target face are5 Discussion and Limitations

preserved. Only the cosmetic style has been transfe

Figure 8 also shows the transfer result of a makeupan assumption we have implicitly made is that the
style where the cosmetic covers the eyebrows.leLitt ¢osmetic mapping defined in section 3.2 is
makeup is applied to eyebrows and eyelashes i thes mytiplicative. In other words, we assume the ieinér
two examples. Mascara, a cosmetic used for coloringskin color ofB before makeup contributes to the skin
and thickening the eyelashes, is not handled is thi color after makeup. Fortunately, in most situatjdhis
paper. assumption holds because makeup is normally used to
contribute to, instead of cover up, the originainsk
color. In the extreme cases of heavy makeup, like
Beijing Opera actor, our cosmetic transfer modeldse
the following minor modification:

. 1 b= ((1 -O)ap/a+ ()b, ©)
B: eye Bi:eye B3 eye

Figure 8: (left) Original eye oB. (middle) Preservation of  at each pixelp, where b,[IB, a,LIA, a*pDA*, and
hair colors* and density. (right) Cosmet_lcs _cover th ¢d[o, 1] is a parameter that controls teevering
Zﬁ%ﬁ?ﬁé 'Sﬁsa)re examples already shown in FigureB3. strengthof the cosmetics: if the applied cosmetic works

' like oil paint,  should be 1, and values less than 1
reduce the covering power. This covering strengdly m
not be homogeneous throughout the face. For instanc
the lip region normally has higher covering stréngt
than other regions on the face.

Style transfer and composition. In addition to the
four running examples in previous sections, in Fégu
9, we show four additional transfer results. MoV
we create eight different makeup styles by permgutin
face/eye styles and lip styles in our cosmetic stiem
database. The amount of makeup applied and textur
transferred are adjusted using the slide-bars gealin

our user interface to improve the visual qualitythod
results. There are two main user-specified parasmete
for each of these resultg,to control the amount of
coverage ang to control the amount of local texture
copy. We list these parameters asfj for each result

in the Table 4. Table cells with two entries are fo
images that mapped both face/eye styles and lipssty
from different sources. For these examples, the top
entry is the parameters for the face cosmetic fieans
and the bottom is for the lip transfer.

We use Bayesian matting to segment out eyebrows and
eyelashes, and inpainting to repair the resultiopsh
Sefore cosmetic transfer computation. Finally, we
overlay them onto the synthesized image using the
alpha matte. We note that the makeup process may
sometimes change the geometry of important facial
components such as eyelashes. The geometric change
of eyelashes due to makeup should consider the
difference in hair density between the example grers
and target person, which is not handled in thisspap

Our approach is quite successful in achieving @slg

of cosmetic transfer, however, we do acknowledge th
the results are not perfect. In particular, specula
highlights on the example pair faces are a protdach

are not modeled in our system due to our Lambertian
assumption. This can result in some of the images

Facel | Face2 | Face3 [ Faced appearing slightly blotches and brighter after the
Row () cosmetic transfer. In addition, the proposed method

068, 1) | (0'51’1)R | (d)(0‘39’1) [_©451) relies heavily on the input alignment of examplé&a
ow

and target faces to a canonical face. It is nosiptesto
ensure exact accuracy, even manually. This is
particularly true for ensuring that the eye lidstoe lips

of different persons are in exactly the same ot

(0.68,0.80) | (0.51,0.72) | (0.48,0.80) | (0.39, 0.80)
(0.28,1.28) | (0.63,1.36) | (0.08,1.08) | (0.10,0.16)
Row (e)
(0.45,0.72) | (0.63,0.72) | (0.68,0.80) | (0.38, 0.80)
(0.28,0.92) | (0.25,0.56) | (0.13,0.44) | (0.30,0.92)

Table 1: User-defined parameters for the resuttsvahin
Figure 9.

While their is room for improvement, our example-
based cosmetic transfer is intended as a visuializat
tool to allow a user to quickly visualize existintyles
digitally applied to a new person’s face. To thigle



our results are quite convincing. As discussed in [7] Digital Image Pro 10.02006. Microsoft.

section 1, cosmetic makeup is an art form and el su [8] Efros, A., and Leung

T. KTexture synthesis by non-

the artist cannot and should not be removed froen th parametric samplingin ICCV, 1999.

loop. In a professional context, we envision that
example-based cosmetic transfer could be used almo
in a browsing manner, where a client could browse

through hundreds of existing styles with feedbaoknf
a makeup professional

S[9] Hanrahan, P., AND Krueger, VRReflection from layered

surfaces due to subsurface scatterilgSIGGRAPH, 1993
[10] Hertzmann, , A., Jacobs, C. E., Oliver, N.rl€ss, B.,

who could discuss the and Salesin, D. Himage analogiedn SIGGRAPH, 2001

appropriateness of existing styles as related ® th [11] Jensen, H. W., Marschner, S., Levoy, M., azghtdhan,

clients own facial structure and personal prefezenc

7. Conclusion

P. A practical model for subsurface light transporin
SIGGRAPH, 2001

[12] Kwatra,, V., Schodl, A., Essa, |., Turk, GndaBobick,

A. Graphcut textures: image and video synthesis ugiagh

We have presented a technique to effectively teainsf cuts.In SIGGRAPH, 2003

the cosmetic contribution encoded in before-andraft
images to an image of a new face. Our cosmetic

transfer is performed in such a way that skin tehe
texture, facial hair color and hair density, arghfally

preserved in the input image. Our overall approac

[13] Liu, Z., Shan, Y., AND Zhang, Z.Expressive
expression mapping with ratio imagés SIGGRAPH, 2001

[14] Makeover 2006. http://www.beautyriot.com/instant

h makeover.php.

provides an effective method to evaluate different [15] Marschner, S. R., and Greenberg, DirRerse lighting

cosmetic styles without the need to apply physical for photography. In

makeup. In addition, our technique allows the user

control the magnitude of the makeup transfer arehev

the ability to blend among different cosmetic style

IS&T/SID Fifth Color Imaging

Conference, 1997

[16] Marschner, S. R., Westin, S. H., Lafortune,FE.F.,
Torrance, K. E., and Greenberg, D. Ilhage-based brdf

Our results demonstrate how computer-graphics ean b measurement including human skim 10th ERW, 1999

used in this multibillion dollar industry to prowda
rapid and more realistic way to evaluate a largaber
of example-based cosmetic styles on a person’s face
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Figure 9: Example-based cosmetic transfer. Theetdiage used i8 in Figure 1. (a) Example faces before makeip,(b)

Example faces after makeup, (c) faces after applying our cosmetic transk, (d) and (e) Target makeup faces with new

stylesB*;;, created by combining example face/eye sitylend from example lip style Makeup and texture transfer amounts

have been adjusted via the user interface of @tesy, in order to make the composite style suitabtbe target person.






