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Course Announcements

Announcements

Site Visit in 2 weeks

Site Visit rubric posted to the course website

If you are willing to present Nov. 4th instead of Nov. 2nd, please
email me

Reminder: Midterm next class
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https://wiki.eecs.yorku.ca/course_archive/2019-20/F/4422/_media/site_visit_rubric.pdf


Lecture Outline

Outline

Continuation from last lecture: VQA

A Closer Look at Gradient Descent

Analysis of Computer Vision Models
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VQA

Visual Question Answering

An emerging research area for which the types of questions raised in this
lecture are of paramount importance is Visual Question Answering (VQA).
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https://arxiv.org/pdf/1612.00837.pdf


VQA

VQA Involves Other Modalities

A number of modalities involved in VQA research fall outside of the
domain of this course, such as linguistic understanding. Nevertheless, the
visual side of the problem area are highly emblematic of the open
challenges which remain in visual understanding.

As we can see, the type of question
being asked greatly impacts the
accuracies which can be achieved.

Image source: VQA Challenge 2019
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https://visualqa.org/roe.html


VQA

CLEVR: An Alternative Approach to VQA Data

CLEVR is a generational
framework for rendering
block-world stimuli and
corresponding questions.

How does this approach
compare to the VQA
Challenge from the previous
slide?

Image source: Johnson et al., 2017
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https://cs.stanford.edu/people/jcjohns/clevr/


Gradient Descent

Recap of Gradient Descent

Given a surface which we can probe but not analytically minimize, gradient
descent provides a way to iteratively attempt to find a minimum.

Image source: Original source unknown

Calden Wloka (York University) Image Understanding 23 October, 2019 7 / 18



Gradient Descent

Gradient Descent is a General Concept

Although we introduced gradient descent as an integral component of
neural network training, it is actually a more general concept in scientific
computing. We saw an additional example using gradient descent to
compute an adversarial transform of one image class into another.

Image source: Brendel et al., 2018

Calden Wloka (York University) Image Understanding 23 October, 2019 8 / 18

https://arxiv.org/pdf/1712.04248.pdf


Gradient Descent

A Example

Let’s look at some toy examples.
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Analysis of Models

Evaluating Models

A computer vision model is typically an encapsulated algorithm which
takes an image (or image stream) as input, and performs some operation
over this input.

Often we want to characterize the behaviour of a given model, or compare
a set of models which are all attempting to accomplish the same task.
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Analysis of Models

Qualitative vs. Quantitative Evaluation

Evaluation is qualitative if it is non-standardized from example to example,
and is more narrative based (i.e., “This output looks better”).

Evaluation is quantitative if it applies some standardized method of
evaluation (usually a metric, i.e. a distance function) over a test dataset.
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Analysis of Models

The Role of Qualitative Tests

Qualitative tests are helpful for experimental development and hypothesis
generation, as well as form a useful way of checking the validity of a given
evaluation metric.

However, because qualitative analysis essentially requires visual inspection
of every instance of comparison, it is not well suited to large scale testing.
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Analysis of Models

Quantitative Evaluation

Why is quantitative evaluation important?

Using qualitative testing only can be misleading; it is often possible to
pick specific examples which make any given model look good

Testing over large datasets is more likely to capture a fuller range of
possible stimulus variation

Small scale case testing is often very difficult to design for vision
models, since we don’t always know how they are likely to behave or
fail
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Analysis of Models

Established vs. Custom Data and Metrics

Figuring out how to evaluate your project is not a trivial aspect of the
work.

Picking an established dataset or metric has the following benefits:

Provides prior context to your choice and evaluation

Work has already gone into the development of the tool, reducing
your burden

Nevertheless, there are reasons you might need to develop your own. Any
given metric or dataset carries with it assumptions or biases. If you think
this obscures or prevents analysis of a useful aspect of your study, you
need to mitigate that with something new.

Calden Wloka (York University) Image Understanding 23 October, 2019 14 / 18



Analysis of Models

Established vs. Custom Data and Metrics

Figuring out how to evaluate your project is not a trivial aspect of the
work.

Picking an established dataset or metric has the following benefits:

Provides prior context to your choice and evaluation

Work has already gone into the development of the tool, reducing
your burden

Nevertheless, there are reasons you might need to develop your own. Any
given metric or dataset carries with it assumptions or biases. If you think
this obscures or prevents analysis of a useful aspect of your study, you
need to mitigate that with something new.

Calden Wloka (York University) Image Understanding 23 October, 2019 14 / 18



Analysis of Models

Established vs. Custom Data and Metrics

Figuring out how to evaluate your project is not a trivial aspect of the
work.

Picking an established dataset or metric has the following benefits:

Provides prior context to your choice and evaluation

Work has already gone into the development of the tool, reducing
your burden

Nevertheless, there are reasons you might need to develop your own. Any
given metric or dataset carries with it assumptions or biases. If you think
this obscures or prevents analysis of a useful aspect of your study, you
need to mitigate that with something new.

Calden Wloka (York University) Image Understanding 23 October, 2019 14 / 18



Analysis of Models

Established vs. Custom Data and Metrics

Figuring out how to evaluate your project is not a trivial aspect of the
work.

Picking an established dataset or metric has the following benefits:

Provides prior context to your choice and evaluation

Work has already gone into the development of the tool, reducing
your burden

Nevertheless, there are reasons you might need to develop your own. Any
given metric or dataset carries with it assumptions or biases. If you think
this obscures or prevents analysis of a useful aspect of your study, you
need to mitigate that with something new.

Calden Wloka (York University) Image Understanding 23 October, 2019 14 / 18



Analysis of Models Precision-Recall

Example Metric: Error Rates

One of the most straightforward ways that model performance can be
quanitified is by defining a binary notion of error (e.g. classification error).
Note: this is not suitable to all model evaluations, but covers many
common computer vision situations.

There is more than one type of error: false positives and false negatives

.
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Analysis of Models Precision-Recall

Truth Conditions

For example, if we are detecting images with dogs, then any image which
contains a dog that our model labels with the dog tag is a true positive,
tp. Any image which contains a dog which is not given the dog tag is a
false negative, fn. Any image without a dog which is given the dog tag is
a false positive, fp. Any image without a dog which is not given the dog
tag is a true negative, tn.
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Analysis of Models Precision-Recall

Precision and Recall

Two common methods of quantifying algorithm performance are precision
and recall.

Precision =
tp

tp+ fp

Recall =
tp

tp+ fn
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Analysis of Models Precision-Recall

Precision-Recall Curve Example

Image source: Zhang et al., 2017
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http://openaccess.thecvf.com/content_iccv_2017/html/Zhang_S3FD_Single_Shot_ICCV_2017_paper.html
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