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Convolutions - x y translation invariance built in



You don't really need to train convnets 
to get good image results 

Deep Image prior



This isn’t really true for Resnets



But what about other transformations? 



Rotational Equiverient Conv Nets



But there are many more transformations than rotation



● Build a network that has units which output more than just a single value:

Capsule Network



● Build a network that has units which output more than just a single value:
○ Capsule: A group of units.

■ Is it present or not? (Activation)
■ How it is present? (Instantiation parameter)

Capsule Network



Capsule Network

● Activate by agreement between incoming predictions, instead of pattern 
matching.

sum Higher -> more active

:Multiply by trainable parameters



Capsule Network

● Activate by agreement between incoming activations, instead of pattern 
matching.

sum Higher -> more active

:Multiply by trainable parameters

Coincidence 
Detection

More agreement -> 
more active

:Multiply by trainable transformations



Coincidence Detection
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Capsule implementations - 2 takes

- Commonalities between the two

- Capsules output more than a 
single value

- Capsules are activated if 
there is agreement between 
incoming activity patterns

- Capsules have dynamic 
routing algorithm between 
then to improve coincidence 
detection



Capsule implementations - 2 takes

- Commonalities between the two

- Capsules output more than a 
single value

- Capsules are activated if 
there is agreement between 
incoming activity patterns

- Capsules have dynamic 
routing algorithm between 
them to improve agreement 
detection



Matrix capsules with Em routing
- Matrix Capsules

- Instantiation parameters is represented 
by pose matrix

- Separate activation variable
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Em capsules with Matrix Transformations
- Matrix Capsules

- Instantiation parameters is represented 
by pose matrix

- Separate activation variable

- Matrix transformations between capsules

- Capsules output the center of the cluster 
as well as a confidence value

- Clusters are found with iterative EM 
routing algorithm

- In this one the routing iterations provably 
converge
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Capsule Architecture
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Capsule Architecture
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Capsule Architecture
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Capsule Architecture



EM style version (100k trainable variables)

● smallNORB ~ 1.8% error (SOTA: 2.6%)
● fullNORB ~ 2.6% error (SOTA: 2.7%)
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Norb Classification Results 



Norb transformation extrapolation



Norb transformation extrapolation



Affnist Extrapolation

- Train on mnist, test on affnist
- CNN gets %66 test accuracy
- CapsNet get %79



Is there time left? 



Adversarial Examples

- Calculus
 

- Attack 
Enginnering

- Failure

Source: http://people.csail.mit.edu/madry/lab/blog/adversarial/2018/07/06/adversarial_intro/



The Cycle of defense breaking 
1. Propose a defense mechanism and claim to solve the problem

2. Propose a new attack that breaks the defense  

3. Repeat 

This has been mostly fruitless. 
We don’t want models robust to adversarial attack, we want better models.



What exactly is an ‘Adversarial Examples’ 
- There is debate

- ie I debate it

- Is it imperceptible changes? 
- Imperceptible to whom? 

- Is it small changes? 
- How small? 

- I posit that people are important to the definition 
- It’s really just intentionally crafted inputs we thought the network would get right that it doesn't. 



Are they a security risk?



So should we even care about adversarial 
robustness? 

- Not really.



Are adversarial examples interesting and worth 
studying?

- yes!



Capsule Reconstruction Network
- Take the class pose parameters 
- And learn to reconstruct the input 



Capsule Networks now have two outputs
- A classification 
- A reconstruction



Reconstruction form the wrong class



We can detect outlier data



Deflected attacks on SVHN



Deflected attacks on CIFAR10



Human Study



Thank you :)
Brain Toronto

email   : frosst@google.com
twitter : @nickfrosst

mailto:frosst@google.com

